Algorithms for Vehicle Classification: Phase II
This report summarizes the research behind a real-time system for vehicle detection and classification in images of traffic obtained by a stationary CCD camera.

The system models vehicles as rectangular bodies with appropriate dynamic behavior and processes images on three levels: raw image, blob, and vehicle. Correspondence is calculated between the processing levels as the vehicles move through the scene.

This report also presents a new calibration algorithm for the camera. Implemented on a dual Pentium PC equipped with a Matrox Genesis C80 video processing board, the system performed detection and classification at a frame rate of 15 frames per second. Detection accuracy approached 95 percent, and classification of those detected vehicles near 65 percent. The report includes an analysis of scenes from highway traffic to demonstrate this application.
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Executive Summary

This report presents a real-time system for vehicle detection and classification in images of traffic obtained by a stationary CCD camera. Vehicles are modeled as rectangular bodies with appropriate dynamic behavior. Processing of the images is done on three levels: raw image, blob, and vehicle. Correspondence is calculated between the processing levels as the vehicles move through the scene.

This report also presents a new calibration algorithm for the camera. Previously, one needed to know explicitly certain camera parameters such as height, zoom, and pan or tilt angle. A Graphical User Interface (GUI) interface has been implemented that allows a user to extract useful information from an image of the scene without the prior knowledge of those parameters.

This system was implemented on a dual Pentium PC equipped with a Matrox Genesis C80 video processing board. It was able to perform detection and classification at a frame rate of 15 frames/second. Detection accuracy approached 95% and classification of those vehicles detected neared 65%. Scenes from highway traffic have been analyzed and included to demonstrate this application.
Chapter 1 - Introduction

OVERVIEW

Traffic management has been an important discipline almost since the advent of the automobile. Information gathered has been used to such ends as keeping historical records of traffic volumes, predicting the need for repairs, preventing traffic congestion, and ensuring pedestrian safety [16].

Currently, traffic management systems rely on a variety of sensors to gather data. Starting in the 1940’s, traffic flow was monitored with magnetic sensors and within twenty years the market expanded to also included ultrasonic and microwave sensors [16]. Today, magnetic loop detectors are the most common sensor and are used to count vehicles passing over them. However, there are a number of limitations to the effectiveness of loops that has caused researchers to look at other methods.

In addition to gathering vehicle counts, it is necessary to gather other statistics such as speed, lane changes, or vehicle type. Also, this data needs to be collected in all weather extremes and in a variety of traffic conditions. Loops simply do not provide the robustness needed for these requirements. They are prone to faulty readings under adverse weather conditions and sometimes cannot detect stopped or slowly moving vehicles.
In addition, loops cannot classify those vehicles it does detect. The ability to classify the traffic can improve the decision making process when it is again time to repair or replace a given road. Our classification system can provide this important data.

Our system uses a single camera mounted above a roadway. It works for multiple vehicle lanes and arbitrary vehicle direction. Once an image from the scene has been calibrated using the graphical user interface, there is no more interaction between the user and the application.

**BACKGROUND**

There is an extensive body of work in the area of vehicle detection using vision-based techniques. The thrust of the research has been towards monocular systems with a stationary camera although there have been attempts at other methods. One of the main problems that faces both areas is how to discriminate a moving object from the background. For that, various algorithms have been applied with success. Kilger [8] uses simple frame differencing to distinguish vehicles from the road. Vehicles are then treated as blobs with some coarse properties which describe the motion of a car. Friedman [5] also uses this method and notes that this technique has been around since the 19th century. There has also been success with optical flow, as in Masoud [11], although such methods are often computationally expensive. Dellaert [2] reports on a system that uses the image gradient to find the edges of objects of interest in a scene.

Another difficulty in segmenting objects from natural scenes is that of maintaining an accurate background image. Even small errors can lead to incorrect detection and erroneous classification. In [5] a technique is proposed that probabilistically classifies each pixel as foreground, shadow, or background. A similar method by [15] uses the time-varying characteristics of each pixel to assign a probability distribution to both foreground and
background pixels. Both [6] and [10] use a combination of the previous background and the current image to compute a new background image.

There is also a wide-ranging array of techniques used to detect vehicles from segmented images. In [2], vehicles are found by using the gradient to define a bounding box. Kalman filtering and error minimization are used to properly place and keep the bounding box around a vehicle. For detection and classification, [7] also uses gradients and attempts to match a 2-D parameterized vehicle template to the resulting edges for classification. It achieves above a 90% classification rate but is impossible for real-time systems. The work in [9] also uses parameterized templates, although the authors use a more general 3-D model. Some, like [4], ignore the whole vehicle and focus only on small features of the vehicle.
Chapter 2 – Camera Calibration

Introduction
In many vision-based classification systems, calibration of the cameras requires explicit knowledge of the camera position and orientation with respect to the road. Once away from the scene, these parameters are difficult to measure directly. It should be noted that even at the scene, the user may have difficulty in measuring these parameters. One way to compute them is to look at the known facts about the scene. For example, we know that the road, for the most part, is restricted to a plane. We also know that the lane markings are parallel and lengths of markings as well as distances between those markings are known numbers. We can use these to calculate the position and orientation of the camera with respect to those lane markings.

Approach
Camera calibration in general involves calculating the intrinsic and extrinsic parameters of the camera [12]. In general, the intrinsic parameters are the focal lengths in pixels along the horizontal and vertical axes of the image, the angle between these two axes, and the pixel coordinates of the intersection of the optical axis with the image. Since most cameras have right angles between the horizontal and vertical axes of the pixels, we can eliminate one of these parameters and greatly simplify our calculations. Also, we can assume that the optical axis goes through the center of the image, which further eliminates two more parameters.
The extrinsic parameters describe the pose (rotation and translation) of the camera in some real world coordinates. This adds six more parameters to calculate; there are the three rotations around the XYZ axes, respectively, and the three translations along those axes. If we assume that traffic is constrained to a planar surface, we can eliminate the two parameters that define that plane.

The Graphical User Interface (GUI) requires the user to first open a bitmap image of the scene. The user is then able to draw different lines and optionally assign lengths to those lines. From these lines, we can calculate the five unknown parameters. These numbers are then entered into the vehicle classification program to recover vehicle length and width. See figure 1 for a screen shot of the calibration program.

![Screen shot of GUICar with lane markings.](image)

Figure 1 – Screen shot of GUICar with lane markings.
Summary

The GUI interface proves to be much more intuitive than the previous method. However, determine the vanishing point in some images proved to be a challenge. This can be improved by choosing images from the video sequence that improve the observer’s perception of scene geometry. The other difficulty arose with respect to accuracy in determining distances in the direction of the road. Some of these inaccuracies arise because the markings on the road themselves are not precise. Another part of the inaccuracy arises because of the user’s ability to precisely mark endpoints in the image.

In general, in spite of the inaccuracies discovered, this method of calibration proved to be much quicker than the previous method, and in general more accurate, and more adaptable to generic scenes.
Chapter 3 – Vehicle Detection

Introduction

This chapter describes the algorithm improvements in the vehicle classification project that we began earlier. Earlier work by our group focused on four areas of work: image segmentation, vehicle identification, vehicle tracking, and vehicle classification. A new method, adaptive background update, has been employed for better image segmentation. Rather then rely on a static background, we actively update the background as scene parameters (lighting, weather, etc.) change. Also, new methods have been tried in vehicle tracking and classification. As many of the segmented images do not contain the same number of blobs as vehicles, there is a problem of correspondence. We have tried an association graph approach with some success.

![Flow diagram](image)

Figure 2 – Flow diagram of detection and classification system.
**Approach**

**Adaptive Background Update**

The basic principle of our method is to modify the background image that is subtracted from the current image (called the **current background**) so that it looks similar to the background in the current video frame. We update the background by taking a weighted average of the current background and the overall computed average background. However, the current image contains foreground objects. To remove foreground artifacts, we employ a binary object mask. This mask is calculated by simple frame differencing between the average background and the current frame. The object mask is used as a gating function that decides which image to sample for updating the background. At those locations where the mask is 0, corresponding to the background pixels, the current image is sampled. At those locations where the mask is 1, we again separate the pixels into two groups: those that also appeared in the previous frame and those that are new foreground pixels. For those pixels that appeared previously, we sample a buffer filled with the average pixel value of the background. For the remaining pixels, we sample the previous frame. This new image is called the **instantaneous** background. Figure 2 shows a current frame and its subsequent instantaneous background.

![Images](image1.png) ![Images](image2.png)

*Figure 3 – Current frame and computed instantaneous background.*
The current background is set to be the weighted average of the instantaneous and the current background.

\[ CB = \alpha dB + (1 - \alpha) CB \]

The weights assigned to the current and instantaneous background affect the update speed. We want the update speed to be fast enough so that changes in illumination are captured quickly, but slow enough so that momentary changes (due to, say the AGC of the camera being activated) do not persist for an unduly long amount of time. The weight has been empirically determined to be 0.1. We have found that this gives the best tradeoff in terms of update speed and insensitivity to momentary changes.

We have determined experimentally that for the type of video data we tested our method with - video of freeway traffic - an update interval of one second gives good results. The update interval needs to be set depending on the speed of the foreground objects. It should be set high enough so that there is little overlap between foreground objects in the frames from two consecutive update intervals. With the update interval set at one second, we find that the current background converges to the background in the current frame within 4-5 seconds, an initially blank background converges to the background within 6-7 seconds. In practice, the first frame of the video sequence is used as the initial background, in which case the background converges even faster.
Dynamic Threshold Update

After subtracting the current image from the current background, the resulting difference image has to be thresholded to get the binary object mask. Since the background is dynamic, a static threshold cannot be used to compute the object mask. Moreover, since the object mask itself is used in updating the current background, a poorly set threshold would result in poor segmentation. Therefore we need a way to update the threshold as the current background changes. The difference image is used to update the threshold. In our images, a major portion of the image consists of the background. Therefore, the difference image would consist of a large number of pixels having low values, and a small number of pixels having high values. We use this observation in deciding the threshold. The histogram of the difference image will have high values for low pixel intensities and low values for the higher pixel intensities. To set the threshold, we need to look for a dip in the histogram that occurs to the right of the peak. Starting from the pixel value corresponding to the peak of the histogram, we search towards increasing pixel intensities for a location on the histogram that has a value significantly lower than the peak value (we use 10% of the peak value). The corresponding pixel value is used as the new threshold.

Region Tracking

A vision-based traffic monitoring system needs to be able to track vehicles through the video sequence. Tracking eliminates multiple counts in vehicle counting applications. Moreover, the tracking information can also be used to derive other useful information like vehicle velocities. In applications like vehicle classification, the tracking information can also be used to
refine the vehicle type and correct for errors caused due to occlusions. For an example of how
this region tracking works, see Figure 4.

The output of the segmentation step is a binary object mask. We perform region
extraction on this mask. In the region tracking step, we want to associate regions in frame $i$ with
the regions in frame $i+1$. This allows us to compute the velocity of the region as it moves across
the image and also helps in the vehicle tracking stage. Since regions in frame $i$ may split or
merge with regions in frame $i+1$, there is a many-to-many correspondence that must be
accounted for.

![Figure 4 - Region tracking.](image)

*Both trucks were grouped as a single vehicle in the first frame. The second frame
shows that region tracking correctly separated them into two distinct vehicles.*

The region tracking method needs to be able to robustly handle these situations and work
reliably even in the presence of these difficulties. We form an association graph between the
regions from the previous frame and the regions in the current frame. We model the region
tracking problem as a problem of finding the maximal weight graph. The association graph is a
bipartite graph where each vertex corresponds to a region. All the vertices in one partition of this
graph correspond to regions from the previous frame, and all the vertices in the other partition
correspond to regions in the current frame. An edge $E_{ij}$ between vertices $V_i$ and $V_j$ indicates that the previous region $P_i$ is associated with the current region $C_j$.

**Vehicle Classification**

The last step of this system is to take detected vehicles and to classify them as cars or trucks (non-cars). This classification is done based on vehicle lengths and widths. Using the information gathered from the camera calibration, the recovery of scene measurements from the image is easy and straightforward. Assuming a normal distribution for car and truck dimensions, one can use simple pattern classification algorithms to find a decision boundary in the dimension space. Figure 5 shows captured frames of scenes with vehicles that have been properly detected and classified.

The prior assumption in the camera calibration that vehicles are constrained to the ground plane does cause some errors. Mostly, these are caused by the modeling of vehicles as 2D entities. Since the camera is not positioned directly above the scene, it is difficult to accurately recover one or both of the dimensions as the height of the vehicle often adds to the length or width. However, as trucks are generally taller than cars, this error sometimes actually helps to separate the classes better. Figure 6 shows captured frames with errors in classification.
Figure 5 – Scenes showing proper classification.

Figure 6 – Scenes showing improper classification.

Summary

Our new method of updating the background has enabled us to do a better job of segmentation. This, in turn, has reduced the error in the rest of the system. Also, our region tracking approach has improved our ability to accurately track vehicles as they move through the scene. Our classification rate remains less than hoped for despite our attempts to improve our camera calibration and implement a new discrimination algorithm. Our results and suggestions will be discussed in the conclusion.
Chapter 4 – Shadow Handling

Introduction

One of the great difficulties in monitoring traffic scenes under natural lighting conditions is to account for shadows. When a scene is undergoing segmentation, the cast shadows often distort the shapes of vehicles thus making it more difficult, if not impossible, to make an accurate analysis as shown in Figure 7. However, there have been attempts to limit the effects of strong shadowing in traffic scenes. A variation of the method proposed by [8] has been implemented in this system with some success. This has shown improvement in the classification rates of scenes involving shadows.

![Figure 7 – Improper classification due to the presence of shadows.](image)

Approach

It is known that even in shadows there exist detectable edges. We exploit this fact to shrink a region of interest to include a vehicle and ignore the effects of its cast shadow. If we do edge detection along one dimension of a region of interest we should expect to see stronger edges at a vehicle boundary and weaker edges at a shadow boundary. With this knowledge we can adjust the region of interest to discard extraneous areas due to shadows.
Our shadow handling is modular in that it can be turned on and off by the user when needed. When shadows are present and being handled, scenes are segmented into blobs that are assumed to include a vehicle and its cast shadow. Our shadow handler would then process these blobs and pass along information to the detection and classification components of this program.

Within each blob’s region of interest, edge detection is done separately in both the x and y directions. The edges in each direction and then summed to give an edge histogram. One drawback to this method is that edges also exist in the background and can contribute to the histograms. To counteract this problem, horizontal and vertical edge detection is also done on the same region of interest in the average background image. The resulting background histograms are then subtracted from the foreground histograms. Figure 8 shows a shadow handled scene. The squiggly lines on the left side and bottom of the bounding box denote the relative strength of edges along the rows and columns, respectively.

We then search the histograms for significant peaks from which we can ascertain the vehicle boundaries. The most obvious method of finding peaks is to set a hard threshold. However, an invariant threshold favors larger and lighter colored vehicles. We favor a method in which the significant peaks are determined by the relative change in histogram values between neighbors.

Figure 8 – Shadow handled scenes. Note that peaks in the histogram correlate strongly with vehicle edges.
Summary

Shadows generally need to be handled under strong illumination conditions. However, under these conditions image segmentation becomes more difficult and often results in an introduction of noise to the system. Our shadow handler then needs not only to deal with shadows but also with a degraded signal. Despite these difficulties, classification rates improve. See figure 9 for scenes showing correct shadow handling.

If shadow handling is to be a successful component of vehicle classification, we must continue to investigate other methods that will improve segmentation.

Figure 9 – Successful shadow handling (before and after shadow removal images).
Chapter 5 – Conclusions

Summary
We have implemented this system and tested it with video data provided by the Traffic Control Center of Minnesota. In almost all cases, vehicles were correctly detected. For those vehicles that were detected, the majority was properly classified as a car or a non-car. The provided video data contained artifacts (i.e., time/date stamps) that sometimes prevented detection and/or proper classification. The system also handled changing ambient intensity well although sudden and extreme changes in lighting affected the output for a few seconds. Our vehicle tracking methods also worked well although it was unable to distinguish occlusions.

We were also able to gather our own video data of traffic flow on Interstate 35W near the University of Minnesota. From this video we learned some new things. First, our program robustly handles traffic detection and monitoring in any direction. However, to get good classification, the scene needs to be rotated so that bounding boxes are aligned with the direction of travel. Second, our program can monitor traffic in multiple directions. Good examples of this are shown in Figure 10.
Figure 10 – Screen shots of processed video from I35W. The picture on left shows a vehicle detected traveling left-to-right. The picture on right shows two vehicles detected in the near lane and a truck detected in the far lane. Other cars in the far lane were too small and were considered noise by the system.

As noted in [8], for proper traffic detection systems, there should be at least 100m of vehicle flow to analyze. In some of the near lanes of the TMS video, there was less than 25m and thus many vehicles traveled through the scene too quickly to be detected. In our I35W video, the perspective view did not allow many vehicles to be detected until they were halfway through the scene because of their size.

We ran the application on a series of two- to three-minute sequences of the provided TMS video. During an average sequence, 288 vehicles were counted, 247 of which were detected, giving a detection rate of 85%. Of those detected, 65% were properly classified, although there was greater variation than in detection (see Figure 11 for examples of erroneous classification).
**Figure 11** – Scenes showing missed detection due to occlusion and improper classification.

**Future Work**

One limitation of this system is that it worked best when traffic flow was aligned either horizontally or vertically. This allowed the bounding boxes to be aligned with actual vehicle dimensions. As [13] showed, it is possible to use oriented bounding boxes for real-time detection and the implementation of such may provide a more flexible application. Also, although vehicles are 3-D entities, they were modeled with 2-D bounding boxes. This forced the recovery of the vehicle dimensions to have a small degree of error. This perhaps explains some of the classification error. A better method would have been to use a 3-D bounding cube. This allows vehicle height to be recovered and thus one more dimension available for class discrimination.

There was also some error associated with the image rotation. Because rotation requires interpolation, many of the resulting segmented images contained more noise than the system could handle. If we implemented oriented bounding boxes, we could eliminate this noise.
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