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Executive Summary 

Freeway ramp control has been successfully implemented since mid-1960s, as an efficient and 
viable freeway management strategy.  However, the effectiveness of any ramp control strategy is 
largely dependent on optimum parameter values that are preferably determined prior to 
deployment. This is certainly the case with the current Stratified Zone Metering (SZM) strategy 
deployed in the 260 miles of freeway network in the Minneapolis – St. Paul metropolitan area.  
To improve the performance of the SZM, which highly depends on the values of more than 20 
parameters, this research first proposed a general methodology for site-specific performance 
optimization of ramp control strategies using a microscopic simulation environment, as an 
alternative to trial-and-error field experimentation, and implemented the methodology to the 
SZM. The testing results show that the new SZM control with site-specific optimum parameter 
values significantly improves the performance of the freeway system compared with the original 
SZM strategy. 

Second, this research proposed a methodology to explore the common optimum parameter 
values for the current SZM strategy for the whole Twin Cities freeway system to replace the site-
specific optimum values which have minor practical value because of the difficulties in 
implementation and the amount of time it takes to search the site-specific optimum values for all 
the freeway sections. The common parameter values are identified applying the Response 
Surface Methodology (RSM) based on four selected freeway sections, which represent all types 
of freeway sections in the Minneapolis-St. Paul metropolitan area. The common optimum 
parameter values are implemented in SZM to compare with the original strategy as well as the 
improved control with site-specific optimum parameter values through simulation. The testing 
results show that the improvement of SZM control with common optimum parameter values is 
not as good as the control with site-specific optimum parameters, but the difference is very 
small:  Compared with the original SZM strategy, however, performance is significantly 
improved. Most important, the improved SZM with common parameter values does not violate 
the ramp waiting time constraint. 
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Part I Introduction and Background 
 
1. INTRODUCTION 

1.1 Problem Statement 

Travel demand has been growing at an enormous rate for the past few decades. Since 
1970, the U.S. population has increased by 38 percent, licensed drivers have grown by 71 
percent, registered vehicles increased by 99 percent and the number of miles driven every 
year has increased by 148 percent. Yet during that same period, there has been a scant six 
percent increase in road miles. Consequently, traffic congestion has increased immensely, 
particularly in urban areas and along heavily-traveled intercity corridors. The annual cost 
of congestion in the United States due to lost productivity alone, excluding the costs of 
wasted fuel and environmental impacts, is about $100 billion (ITS America, 1995). 
Further, traffic safety is also jeopardized due to increasing congestion. According to 
National ITS Program Plan 1995 by ITS America, each year traffic accidents result in 
over 41,000 fatalities and 5 million injuries, at an additional cost of $137 billion to the 
Nation’s economy. Highway Statistics (Federal Highway Administration, 2000) show 
that a large portion of the fatalities, more than 6,940, are freeway related. However, the 
advent of Intelligent Transportation Systems (ITS) has opened up potential solutions that 
can collectively go a long way in improving transportation efficiency and safety. In 
particular, ramp metering as an Advanced Traffic Management System (ATMS) and a 
vital functional area of ITS, has been one of the most effective control measures in 
alleviating freeway congestion. The general objective of ramp control is to maintain 
freeway volume below its operational capacity by controlling access at entrance ramps. In 
effect, ramp control improves freeway capacity utilization, increases throughput, reduces 
recurrent and non recurrent congestion and thereby minimizes system delay 
(Papageorgiou et al., 1997). Ramp meters also enable efficient and safe merging 
operations by breaking platoons of vehicles released from nearby signalized intersections 
(Elefteriadou, 1997).  According to a study by the Federal Highway Administration 
(Arnold, 1998), ramp control systems in the US  and Canada result in 16-62% increase in 
average freeway speeds, up to 48% decrease in total travel time and 15-50% decrease in 
accidents.  

Even though the benefits from ramp metering are clear, they can be achieved only when 
ramp meters are implemented and operated effectively (Pearce, 2000). Specifically, the 
effectiveness of a ramp control strategy is largely dependent on the values of the 
parameters. However, in practice, ramp control strategies are customized empirically and 
calibrated in the field over a period of time through trial and error. Although such an 
empirical approach can be effective, there is no assurance that it is the best for a 
particular freeway, as it takes time to fine-tune a control strategy and also often adversely 
affects traffic flow resulting in driver frustration.  Furthermore, such an approach is 
limited in breadth of search and generally leads to an acceptable rather than best 
performance as the deviation from optimality is unknown. As advanced coordinated 
traffic responsive ramp control strategies start to emerge, the need to develop a 
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systematic and efficient procedure to calibrate complex ramp control algorithms was 
recognized (Zhang et. al., 2001, Xin et al., 2004). However, research on performance 
optimization of field deployed ramp control strategies is only recent limiting the available 
methodologies which are yet impractical for general implementation on area wide 
coordinated ramp metering algorithms. 

1.2 Research Objectives  

The objective of this study can be summarized as follows: 

 Develop a general methodology for optimizing the performance of ramp control 
strategies prior to implementation. This required development of a hybrid 
simulation based optimization framework and enhancement of the microscopic 
simulator. 

 Demonstrate the applicability of the methodology through implementation on a 
specific control strategy. Twin Cities’ current Stratified Zone Metering strategy is 
selected and the results are assessed at two typical Twin Cities’ test sites  

 Develop a methodology for expanding the site-specific parameter values to 
common values for a whole metropolitan area. And applying the proposed 
methodology, identify the common parameter values for SZM in the whole Twin 
Cities. 

 Evaluate the methodology using microscopic simulation. 

1.3 Report Organization 

This report is organized into 4 parts. Part I presents a literature review of performance 
optimization/calibration of ramp control strategies along with a background on most 
recent operational ramp control strategy, Minnesota’s Stratified Zone Metering (SZM).  
Part II presents a general methodology for the site-specific performance optimization of 
ramp control strategies with detailed framework of sensitivity analysis and RSM 
optimization. And this methodology is demonstrated through implementation on one of 
the most recent coordinated traffic responsive ramp control strategies, the Stratified Zone 
Metering (SZM).Part III proposes a methodology to explore the common parameter 
values for a ramp control algorithm and identifies the common parameters value for the 
SZM strategy for the whole Twin Cities area. Finally, Part IV presents a summary of 
findings with concluding remarks and future research directions. 

 

  

 



3 

2. BACKGROUND 

2.1 Literature Review 

There is a large body of theoretical research in the literature that deals with the 
application of optimization techniques to ramp control problems. One of the very first 
attempts in this direction (Wattleworth, 1967) involved application of linear 
programming in time independent optimization to maximize freeway throughput subject 
to freeway capacity constraints. Following this, optimal control theory and time-discrete 
form of macroscopic flow models were combined to achieve coordinated ramp control 
(Papageorgiou 1983, Stephanedes and Chang, 1993, Zhang et al. 1996, Chang et al. 
2002). In spite of some significant developments in the class of optimal ramp control, due 
to their computational complexity and the inaccuracies involved in the OD estimation 
process, their practical implications have been limited.  

On the other hand, over the years numerous operational ramp control strategies have been 
developed and deployed in practice. Some noteworthy examples of field deployed  
integrated ramp control include ZONE and STRATIFIED Metering in Twin Cities, 
Minnesota; BOTTLENECK algorithm in Seattle, Washington; HELPER algorithm in 
Denver, Colorado; SWARM in Orange County, California; METALINE in Paris and 
Amsterdam. In addition to these, there are a number of proposed ramp metering 
algorithms awaiting further assessment and future implementation (see Bogenberger and 
May, 1999). However, research on optimizing or systematically calibrating the 
performance of such complex algorithms is very limited. Hasan et al. (2002) calibrated 
two of the four operational parameters of ALINEA and FLOW ramp control strategies by 
setting definite levels for each parameter, evaluating all possible parameter combinations 
in different scenarios, and selecting the best parameter combination. Being a very 
exhaustive search technique, this method was feasible only because two parameters were 
calibrated on each algorithm. As the size of the parameter set increases, which is 
generally the case in more complex algorithms, this method becomes extremely 
computationally intensive and thus impractical. In another recent study Chu and Yang, 
(2003) presented a hybrid Genetic Algorithm-Simulation method to optimize the 
operational parameters of ALINEA ramp control, as an alternative to real world trial and 
error testing. Even though the method was effective in this case, it is worthwhile noting 
that ALINEA is a local ramp control with only four control parameters to optimize. Park 
and Carter (1995) pointed out that as problem size (number of parameters) increases, the 
performance of a genetic search degrades drastically as numerous evaluations will be 
required for convergence. With only four parameters, optimization of ALINEA required 
100 evaluations (~30 days of CPU Time). Further, Genetic Algorithms are incapable of 
estimating relative importance of parameters and their mutual interactions. GA also 
assumes that the parameters are independent to each other and a value assumed by one 
parameter will not affect the instantiation of other parameters. It has been suggested that 
high Epistatis (Interaction between parameters) is the reason for the failure of GA in 
certain problems (Goldberg, 1989). 
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2.2 Stratified Zone Metering 

The Minnesota Department of Transportation (Mn/DOT) operates nearly 430 ramp 
meters to control access on approximately 210 miles of freeway in the Twin Cities 
Metropolitan area. An integrated system wide traffic responsive ramp control strategy, 
ZONE metering had been successful for the last few decades in alleviating congestion on 
the Twin cities’ freeways. However, excessive ramp delays due to freeway demand surge 
on specific ramps mandated an 8-week ramp meter shutdown study (Cambridge 
Systematics, 2001). The study confirmed the overall system wide benefits of ramp 
metering. Nevertheless, the findings also showed that, as the objective of Zone metering 
strategy focuses only on maximizing freeway throughput, ramp queues remain unchecked 
thereby resulting in unacceptable ramp delays and spillbacks.  

Following the shutdown study, MnDOT modified the control objective to implement a 
queue control policy and devised the new Stratified Zone Metering algorithm 
(henceforward referred to as SZM). The objective of the new strategy is still the same as 
to maximize freeway throughput but with an additional constraint to limit the waiting 
time on the ramps to a predetermined maximum. The implementation of SZM in the 
Twin Cities metro area started in March 2002 and it has been only recently that its full 
deployment was accomplished. 

To help identify all the parameters and their importance in the Stratified ramp control, a 
concise description of the algorithm is presented here. Interested readers can find a 
detailed description along with an illustrative example of design of the algorithm in Xin 
et al., 2004 and Lau, 2001. In this report all the parameters of the SZM control strategy 
represented in bold typeface. 

2.2.1. Data Processing 

The functionality of SZM control strategy is entirely dependent on real time 30 second 
occupancy and volume data from the loop detectors in the metro area. Unlike occupancy, 
volume counts are discrete and when converted to hourly rates these discontinuities blow 
up resulting in a flow rate function with noise. Hence, all hourly flow rates need to be 
smoothed by a floating average to capture overall trends. Smoothing in SZM algorithm is 
done according to the following equation 

    )(* 11 −− −+= tttt FGKFF                                          (2-1) 

where,  t = 1,2,3…is the sampling index;  

Ft and Ft-1 are the smoothed flow rates for the current and previous sampling 
intervals respectively; 

Gt is the current unsmoothed hourly flow rate; and  

K is a smoothing constant that indicates degree of smoothing. 
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2.2.1.1. Ramp Demand Processing 

Ramp demand processing is the first step in the control logic. On each ramp, typically 
two types of detectors are deployed to measure the ramp demand in real time; a queue 
detector at the upstream end of the ramp and a passage detector immediately downstream 
to the ramp meter.  

Ramp demand is the smoothed hourly flow rate calculated from the 30 second volume 
counts typically from a queue detector. In case of malfunctioning or absence of a queue 
detector, passage detector volume counts are used. However, as a passage detector cannot 
measure the true entrance demand, its 30 second volume is increased by a factor to 
prevent excessive queuing. This factor is called the Passage Correction factor (Pc). 

               )*(* 11 −− −+= ttcPtt FVPKDD                                            (2-2) 

where  

                               KP is the ramp demand smoothing factor 

When the ramp queue extends beyond its queue detector, the queue detector no longer 
gives an accurate measurement of the ramp demand. Such a condition is identified from 
the high occupancy measurements at the queue detector. Hence, whenever queue detector 
occupancy exceeds an empirically determined threshold (Othreshold: 25%), a 30-second 
step increment in ramp demand (Iramp: 150 veh/hr) is added to the smoothed flow rate. 

2.2.1.2. Ramp Queue Control 

Estimation of ramp queue is of prime importance to the SZM control strategy as the 
strategy aims to restrict the maximum waiting time on a ramp. The queue size is 
calculated as the product of queue storage length (L) and queue density (Qd).  

 LQN d *=                                                                          (2-3) 

where  

L is the queue storage length in feet between the ramp meter and 
the queue detector 

Qd is the queue density estimated using a smoothed metering 
release rate called the accumulated release rate (Ra ). 

            ad RQ *03445.0715.206 −=                                                               (2-4) 
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The queue density estimation based on the above equation is empirical but proved 
statistically significant throughout the control period. However, efforts for further 
improvement in the accuracy of the queue estimation are underway. In scope of the 
present study, the sensitivity of this equation is indirectly tested by considering the slope 
(Qslope: -0.03445) and intercept (QIntercept: 206.715) of the queue estimation equation as 
parameters of the algorithm. 

To keep the ramp wait times below a predetermined Maximum Waiting Time Threshold 
(Tmax), for each metered ramp a Minimum Release Rate (rmin) is calculated based on the 
estimated queue size. Thus, to ensure that the last vehicle in the queue will not wait more 
than Tmax, the ramp’s minimum release rate for that control interval should be, 

         
max

min T
Nr =                                                                                      (2-5)                

                            where N is the queue size estimated from Eq.(3) 

Minimum release rate determined as above should be in between an Absolute maximum 
Release rate (Rmax : 1714 veh/hr) and Absolute Minimum Release rate (Rmin : 240 
veh/hr). Metering rate is adjusted accordingly if not within this range. 

2.2.2. Zone Flow Balance 

Zone Flow Balance is the central element of Stratified Zone Metering control. A Zone is 
defined as a continuous stretch of freeway with mainline detector stations as end points. It 
is identified as a group of consecutive mainline stations with number of stations in a zone 
varying from two to seven. Thus, the entire freeway segment is divided into groups of 
zones containing 2, 3…7 consecutive stations. Each such Zone group constitutes a Layer. 
As there are zones of six different sizes, six layers can be identified one for each zone 
size (refer figure 2.1). In other words, all mainline stations on the entire freeway are 
grouped in sets of two, three, and so on up to seven, and all consecutive zones with same 
number of stations are said to form a layer. Therefore, every mainline station (with an 
exception for those near the boundaries) gets associated with six zones upstream and six 
zones downstream to it. As it can be readily seen, Zones overlap with zones of other sizes 
(refer figure 2.3). The concept behind choosing the maximum number of stations in a 
zone to be seven is that it is believed that to alleviate a bottleneck, controlling meters 
within a distance of 3 miles (stations are approximately half a mile apart) is sufficient for 
the next control interval of 30 seconds. 
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Figure 2- 1 Stratified Zone Metering Example (TH 169 NB) 
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A layer is defined as a continuous stretch of all successive zones of the same size. As 
there are zones of six different sizes, six layers can be identified one for each zone size 
(refer fig 2.3). As it can be readily seen, zones overlap extensively, within and across 
layers. This Zone-Layer structure enables SZM to achieve a system wide control. 
Moreover, unlike its predecessor, identification of potential bottlenecks is not required in 
the SZM control due to an extensive overlap of zones. 
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Figure 2- 2 Zone-Layer Structure of Stratified Zone Metering 
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Once the zone-layer structure is built, the next step is to process what is known as a 
metering rule. A metering rule is a zone inequality which reflects the basic control 
objective of SZM; to maintain the number of vehicles entering a zone less than that 
leaving the zone. In terms of the possible inputs and output flows within a given zone, the 
zone inequality takes the form as: 

                      SXBUAM ++≤++  

i.e.,  

                      UASXBM −−++≤                                                                   (2-6) 

where,  

        

M is the total metered entrance ramp flow (controlled by the Algorithm) 

A is the measured upstream mainline flow 

U is the total measured unmetered entrance ramp flow 

X is the total measured exit ramp flow 

B is the downstream mainline capacity 

S is the spare capacity on the mainline 

Upstream mainline flow A, unmetered entrance ramp U and exit ramp flow X are 
smoothed based on Eq. (1) using their corresponding smoothing constants KM, KU and KX 
respectively. Just as the ramp demand smoothing constant KD, the constants KM, KU and 
KX smoothing constants are also the parameters of the algorithm and are included in the 
present study. 

The downstream mainline capacity (B) is the expected mainline capacity at that location. 
It is calculated based on the capacity estimate of rightmost lane (CR) and the capacity 
estimate for other lanes (CO). Specifically, 

            OR CnesNumberOfLaCBpacityMainlineCaDownstream *)1()( −+=            (2-7) 

where,  capacity estimates CR  and CO are the parameters of the algorithm 
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The term Spare capacity (S) is introduced to measure the unoccupied capacity in the zone 
so that the ramp meters that are affected by the zone’s rule, can be less restrictive than 
otherwise. More specifically, spare capacity is calculated as, 

           LaneMilesZoneDenstyyFullDensitS *)( −=                                                  (2-8) 

where, FullDensity (Df : 32 veh/mile), a parameter of the algorithm, is a predefined 
threshold of density, above which the mainline is regarded to have no spare capacity left. 
It should be noted that this threshold is not meant to be an indicator of the onset of 
congestion. 

The process of distributing a zone’s maximum allowed metered input (M) among its 
metered ramps is known as zone’s rule processing. Under Stratified Zone Metering, 
zones are processed sequentially based on layers; starting from the first zone in the first 
layer to the last zone in the sixth layer. For each zone in this sequence, the rule processing 
is done as follows: 

i) Calculate the total allowed metered entrance ramp input (M) into the zone 
using Eq. (6) 

 

ii) Calculate the sum of the demands from all the metered ramps within the zone 

                             n
i

DDDDD ++++=∑ ...321                                                         (2-9) 

                                           where n is the number of metered ramps within the zone 

iii) Propose a weighted release rate ( p
iR ) for each metered ramp, in proportion to  

            the individual ramp demand (Di)  

          

                               
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

∑
i

i

ip
i D

DMR *     ∀  i =1, 2, 3…n                                           (2-10) 

iv) All metered ramps in the zone, at this moment, should have minimum release 
rate (rmin from Eq.5), a release rate proposed from a previous rule processing 
and the new proposed release rate ( p

iR  from Eq.10).  The initial value of the 
release rate is set to the Maximum release rate (Rmax : 1714 veh/hr) and may 
get modified as the zones are processed. The proposed release rate p

iR is 
compared with the minimum release rate and release rate for each ramp meter 
and such a comparison results in zone balance. If the proposed rate is less 
than the minimum release rate, the zone balance is reduced by the difference 
while if the proposed rate is greater than the release rate, the zone balance is 
increased by the difference 
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v) If the zone balance is below zero, each meter that reduced the zone balance 
gets it finalized release rate as the minimum release rate. Otherwise, the 
release rates of all the meters that increased the balance remain unchanged. 
Then the zone is processed again excluding the finalized meters and deducting 
their respective release rates from the total allowed metered input (M). This 
iterative process continues until a zero zone balance is achieved. 

 

This rule processing is done sequentially for all zones in all layers and this finalizes the 
release rates of all metered ramps as field rates for the next 30-second control interval. 

All the control parameters of the SZM control are tabulated along with their current 
practice default values in Table 2.1. 
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Table 2- 1 Control Parameters of Stratified Zone Metering 

 

No: SZM Control Parameter Notation Units 
Current 
Value 

1 Absolute Maximum Release Rate Rmax Veh/hr 1714 
2 Absolute Minimum Release Rate  Rmin Veh/hr 240 
3 Increment to ramp demand Iramp Veh/hr 150 
4 Full Density of a zone Df Veh/mile 32 
5 Max. Allowed waiting time on Local ramps Tmax, L Seconds 240 
6 Max. Allowed waiting time on F-F ramps Tmax,F Seconds 120 
7 Queue Density equation-Intercept QIntrecept Veh/mile 206.715
8 Queue Density equation-Slope QSlope Hr/mile 0.03445
9 Capacity Estimate for Rightmost mainline lane CR Veh/hr 1800 
10 Capacity Estimate for Other mainline lanes CO Veh/hr 2100 
11 Occupancy Threshold  OTh % 25 
12 Ramp Meter Turn off  threshold Moff % 80 
13 Ramp Meter Turn on threshold  Mon % 85 
14 Passage Compensate Factor  Pc - 1.15 
15 Accumulate Release rate smoothing factor KR - 0.20 
16 Queue Detector smoothing factor    KD - 0.15 
17 Passage Detector smoothing factor KP - 0.20 
18 Mainline station smoothing factor KM - 0.15 
19 Unmetered station smoothing factor  KU - 0.15 
20 Exit station smoothing factor  KX - 0.15 
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Figure 2- 3 Structure of Stratified Zone Metering Algorithm 
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Part II Site-Specific Parameter Optimization 

3. PERFORMANCE EVALUATION FRAMEWORK 

The proposed methodology to optimize the performance of on-ramp control strategies 
comprises of two steps. The first step is to identify the parameters of the ramp control 
algorithm that most strongly influence its performance. This is a stage of detailed 
sensitivity analysis of the control parameters with a preliminary screening followed by a 
robust analysis to identify significant main effects and interactions among the parameters. 
The second step is to obtain optimal values for the parameters identified as significant in 
the first step.  This is achieved by applying general principles of Response Surface 
Methodology (Box and Wilson, 1951) for the optimization of black box models. Prior to 
implementing the methodology it is required to first define performance measure(s) that 
will be used as optimization objective function(s) and further also develop an evaluation 
framework for the estimation.  

3.1  Performance MOEs 

Performance of ramp control strategies can be evaluated from a number of perspectives; 
typically considered by traffic engineers are: 

 

Efficiency and Equity:        Total System Delay Total Mainline Delay 

Total Ramp delay Average Mainline Speed 

Total Travel  Freeway Throughput  

               Travel Time Reliability 

Transportation Safety:         Accident rate 

                                             Total Number of Stops 

Environmental Impact:       Pollutant Emissions 

                                           Fuel Consumption  

Depending on the evaluation objective, generally one or more of the above alternatives is 
selected. In this study, as drivers are most sensitive to delays, total travel delay was 
originally considered as the Measure of Effectiveness (MOE). However, due to the lack 
of a consistent definition of delay in the literature, System Total Travel Time, a surrogate 
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measure of total delay, was finally selected as the primary performance MOE. Further, 
for a given demand, minimizing System Total Travel Time during the control period is 
equivalent to minimizing system delay as well as maximizing system throughput. By 
definition, System Total Travel Time (STTT) includes both Mainline Total Travel Time 
(MTTT) and Ramp Travel Time (RTTT). As mainline and ramps are two competing sub-
systems of the freeway, minimizing System TTT does not simultaneously minimize 
Mainline TTT and Ramp TTT. Therefore, in addition to STTT, both MTTT and RTTT 
were also used as optimization objectives for the selected ramp control. In is worth 
pointing out that a comprehensive optimization should include the entire corridor but this 
is rarely possible in practice due to the lack of data especially related to volumes on 
adjacent arterials as well as OD data. Further, OD estimation methods have not yet been 
used by the practitioners due to the additional time and effort required in the estimation as 
well as adapting acceptable assumptions. Nevertheless, the methodology presented here 
is general and could also be adapted to corridors. 

In order to estimate the selected performance MOEs, either field operational tests or 
computer simulation experiments should be conducted. As mentioned in earlier sections, 
field tests are very expensive, time consuming and risk prone. Besides, the test results are 
less reliable and inaccurate due to confounding effects of uncontrollable factors like 
weather conditions, incidents and traffic diversion. For such reasons, simulation has 
emerged as an excellent tool to study and evaluate the performance of traffic control 
schemes under controlled conditions. However, as macroscopic and mesoscopic 
simulators are based on traffic flow models with theoretical limitations, they fail to 
accurately emulate interrupted flow dynamics such as complex on-ramp merging 
behavior and weaving which are critical to any ramp control strategy. Microscopic 
simulators avoid such issues by calculating individual vehicle states in discrete time 
slices based on vehicle-to-vehicle interactions and thus are deemed more appropriate 
(albeit not perfect) for performance evaluation of ramp control strategies. In this study, to 
demonstrate the applicability of the optimization methodology on the Stratified Zone 
Metering control one of the best microscopic simulators AIMSUN (Advanced Interactive 
Microscopic Simulator for Urban and Non-Urban Networks) was selected.  

3.2  Microscopic Simulator and its Enhancements 

3.2.1. Simulator Overview 

AIMSUN is an integral part of GETRAM (Barceló et al., 1994), a simulation 
environment which consists of a traffic network graphical editor called TEDI, a network 
database, a module for reading from the network database (Pre-simulator), a module for 
performing the simulation (Simulator), a module for storing results and a Library of 
sophisticated API (Application Programming Interface) to emulate any user defined 
control strategy and other ATMS applications. A detailed description of GETRAM 
Simulation Environment is beyond the scope of this thesis but can be found in Generic 
Environment for Traffic Analysis and Modeling, Grau, R., Barcelo, J. and Ferrer, J.L., 
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1994. Figure 3.1 presents an overall functional structure of AIMSUN and its integration 
with GETRAM Environment. 

 

  

                                       Figure 3- 1 Conceptual Structure of AIMSUN 

 

In AIMSUN, simulation time is split into small time intervals called simulation steps and 
the vehicles are updated according to vehicle behavior models, car following model and 
Lane changing model. The car following model implemented in AIMSUN is an ad hoc 
development of the Gipps model (Gipps, 1986). It was calibrated based on field tests and 
was further tested on its ability to reproduce macroscopic relationships between 
fundamental variables. The lane changing behavior in AIMSUM is modeled as a decision 
process analyzing the necessity of a lane change (to make turnings), the desirability of a 
lane change (to reach desired speeds) and the feasibility for a lane change (to accept a 
gap). The actual event of a lane change is governed by a Look Ahead model which 
captures different lane changing motivations observed among the drives. Two zone 
distances, corresponding to the discretionary and the forced lane changing behaviors, are 
identified for the sections that end in a turning movement. Vehicles in the first zone 
distance tend to get closer to a desired lane and attempt to change lanes without affecting 
the vehicles in the adjacent lanes. Vehicles within the second zone distance force to reach 
their desired lanes reducing their speeds and thereby affecting the vehicle behavior in 
adjacent lanes. 
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Like most microscopic simulators, AIMSUN also generates outputs which are 
stochastically distributed. In other words, a simulation model does not provide a unique 
solution to a given problem as it emulate the behavior of a complex system in which 
randomness is inherent. The random seed is the only parameter related to randomization. 
This parameter is an integer used as an initial seed in the pseudo-random number 
generator of sample real numbers uniformly distributed between 0 and 1. These numbers 
are used to produce different random distributions which are used to define vehicle 
arrivals, vehicle characteristics, etc. Thus, using the same random seed always generates 
identical simulation results. Therefore, a simulation study requires multiple simulation 
runs using different seed numbers so that the median simulation run or the average results 
of several simulation runs can reflect average traffic condition of a specific scenario. To 
determine the number of simulation runs, the mean and variance performance MOEs 
from simulation results need to be calculated. 

 

 

Figure 3- 2 Flow chart for the calculation of number of replications 

 

The number of replications (N) required in order to obtain a value within k% of the mean 
with a α% level of confidence is .   

                      2
2/ )(
με
δ

αtN =  

Where µ and δ are the mean and standard deviation of the performance measure based on 
the already conducted simulation runs; ε is the allowable error specified as a fraction of 



19 

the mean µ; tα/2  is the critical value of the t-distribution at the confidence level of 1- α. A 
97.5% confidence level and a 2.5% allowable error were used in the calculation. In this 
study, for each of the three selected performance MOEs the required number of 
replications are calculated and the maximum of all is selected for the entire experiment. 
Figure 4.2 presents the steps in the form of a flow chart. It has been determined through 
this procedure that 10 replications are just more than recommended to attain a confidence 
level of 97.5%. Thus, the average value of all replications was used as the response for 
each performance MOE. However, for calibration purposes the random seed that 
generated the median VHT was selected as the representative condition for calibration. 

3.2.2. Simulator Enhancements: 

AIMSUN provides six high level API functions are defined in order to enable the 
communication between the AIMSUN simulation model and a user built Getram 
Extension Module: GetExtLoad, GetExtInit, GetExtManage, GetExtPostManage, 
GetExtFinish and GetExtUnLoad.  

(1) GetExtLoad(): It is called when the external application is loaded by AIMSUN 
(2) GetExtInit(): It is called when AIMSUN starts the simulation and can be used to 

initialize the external application 
(3) GetExtManage (float time, float timeSta, float timeTrans, float acicle): This is 

called every simulation step at the beginning of the cycle, and can be used to 
request detector measures, vehicle information and interact with junctions, 
metering and VMS in order to implement the control logic. 

(4) GetExtPostManage (float time, float timeSta, float timeTrans, float acicle):  This 
is called in every simulation step at the end of the cycle. 

(5) GetExtFinish(): It is called when AIMSUN finish the simulation and can be used 
to clear whatever data structures declared in the external applications 

(6) GetExtUnLoad(): It is called when the external application is unloaded by 
AIMSUN. 

 

Figure 3.3 graphically depicts the interaction between a GETRAM extension module and 
AIMSUN simulation model.  



20 

 

Figure 3- 3 Interaction between GETRAM Extension Module and AIMSUN 

 

The two major enhancements required are: 

3.2.1.1. Design of the Control Plan Interface 

The design of the CPI is better understood by knowing how the traffic control systems 
operate in real life. The general process involved in the operation of advanced traffic 
control systems is as follows: the road network is equipped with traffic detectors with 
specific layout corresponding to the requirements of the control strategy. The detectors 
supply the necessary real-time traffic data to the control logic, which after suitable 
processing makes ad-hoc control decisions such as extending the green phase, changing 
to the red phase, or applying some traffic calming strategies. These decisions are then 
relayed to the traffic control devices such as traffic lights, VMS or ramp meters for 
implementation.  In order to simulate this process properly, a simulator needs to be 
capable of modeling the corresponding traffic devices and emulate their functions in a 
flexible way, and so requires the Control Plan Interface to be capable of: 
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 Providing the specific runtime traffic measurements to the control logic at the 
user defined aggregation time intervals and 

 Transferring the ad-hoc control decision from the control logic to the simulation 
model for implementation. 

 

Essentially the CPI can be considered as a higher-level abstraction that encapsulates the 
appropriate raw API functions, facilitating the interfacing of AIMSUN with external 
user-defined ramp control logic.  In this way, the CPI ensures the isolation of any ramp 
control logic from specific roadway geometric layout, allowing one ramp control 
strategy to be easily replaced with another. As a result, the CPI not only helps test 
different ramp control strategies on the same network within a single simulator, but also 
facilitates the finding of optimal operational parameters for a specific control plan, which 
is the primary objective of this study. Figure 3.4 illustrates the relationship between the 
simulator, CPI and ramp control logic. 

 

          Figure 3- 4 Interactions between AIMSUN, CPI, and Ramp Control Logic 

 

3.2.1.2.  Flow of Control in the CPI 

The flow of control within the simulator, CPI, and ramp control logic is shown in Figure 
3.5. The circles numbered from 1 to 16 represent the steps of the control flowing between 
the corresponding components. For simplicity, the prefix “circle” is omitted while 
describing the process.  

The first function invoked is GetExtInit. In this function, the input data such as the 
updating interval for traffic data and ramp control are parsed from an input text file. 
Appropriate data structure such as the detector maps, station maps and meter maps are 
declared and initialized in this step (step 1). Next, in the function USER_INITIALIZE the 
data structures required by the ramp control logic are created and initialized. The default 
ramp metering rates are returned at this stage (through the step 3 and step 4). 
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Figure 3- 5 CPI interaction with the Simulator and the Ramp Control Logic 

 

Once the initialization is done, the control is transferred to the function GetExtManage 
(step 5). In this function the CPI data structures are updated with the runtime simulation 
data; then the flow of control is passed on to the ramp control logic implemented in the 
USER_MANAGE function (step 6). The ramp control logic makes decisions for the 
applicable metering rates to be implemented and returns the ad-hoc decision to the CPI 
(step 7). Finally, the CPI relays this decision to the simulator for implementation (step 8). 
After step 8, the control is passed on to the function GetExtPostManage (step 9). This 
function allows completing whatever tasks necessary. Then the control is transferred to 
the function USER_POST_MANGE (step 10). Towards the end of the simulation, the 
function GetExtFinish is called to clear up  the data structures defined within the CPI 
(step 13) while the data structure created for the user-defined ramp control logic is 
cleared up in the function USER_COMPLETE (step 14). 

The Control Plan Interface is developed under the IDE of VC 6.0, using Microsoft 
Foundation Classes (MFC 4.21).  It is in the form of Dynamic Link Library (DLL) that 
the user can easily integrate to the simulator.  

3.3 Emulation of SZM Ramp Control 

Having developed the CPI, the further step is to emulate the Mn/DOT’s New Statified 
Zone Metering ramp control, on which the applicability of the optimization methodology 
will be demonstrated in subsequent chapters. The algorithm is implemented in the 
simulator by developing the necessary code on top of the CPI. The Visual C++ program 
has been extensively tested to ensure that the algorithm produced not only the correct 
final ramp metering rates but also correct output at each and every interim stage of the 
rates calculation. In order to accurately replicate the control logic, the following two main 
configuration files are necessary: 



23 

Rulefile.txt  
In the stratified zone-metering algorithm each segment of the freeway, from a half-mile to 
three miles in length, constitutes a zone. As these zones within the freeway overlap, the 
concept of layers has been used in rule processing. The configuration file rulefile.txt 
provides a sequence of all the detector stations in the same order, as it actually exists on 
the freeway segment under study.  This enables easy identification of all the zones and 
layers. The file primarily provides the IDs of metered ramps, unmetered stations and exit 
stations in between two successive mainline stations of the freeway. 

 

The following syntax needs to be maintained in this configuration file: 

 The basic format of each line is: 

                String_indentifier TAB string TAB string TAB…. 

 The string identifiers have to be exactly as shown in the table with the order of the 
lines also being important; 

 Each string identifier ends with a colon (:); 
 The spacing between the colon and the identifier name can be arbitrary; but it is 

so chosen that, an indentation is preserved; 
 A double asterisk character (‘ ** ’) designates a mainline station entry; 
 In case of multiple entries to an identifier, a spacing of one tab between entries is 

maintained; 
 In case of no entry to an identifier, a blank line remains; 
 In the last line of rulefile.txt, ‘###END_OF_RULEFILE###’ is used to mark the 

end of file. 

A sample rulefile.txt below shows the syntax to be followed: 
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Ramps.txt: 
The ramps configuration file provides the IDs of the detectors on the on-ramps,  ramp 
length, ramp type and ramp name. The sequence of these entries is: 

1. Ramp name:e.g., 36th street; 
2. Ramp type:L represents local access ramp while F represents  freeway to  freeway 

ramp; 
3. Queue station:TH62EB 
4. Passage station: Detector ID as in  freeway section e.g., 1358 
5. Ramp length: Distance between queue detector and the metering pole (feet) 

 The entries should be as shown below: 
 
             String identifier: string TAB string TAB string TAB string TAB string 
 

 No spacing after the colon; 
 

 In case of no entry being appropriate, “none” is used as the string; 
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 In case of no queue detector, the ramp length needs to be set to 1 foot; 
 

 
 

A sample ramp.txt below shows the syntax to be followed: 

 

3.4 Test Sites and Data Acquisition 

3.4.1. Test Site Selection Criterion 

Through discussions with the Mn/DOT engineers at the TMC, three test sites were 
selected having geometric properties and traffic characteristics that are representative of 
the Twin Cities freeway network to the extent possible. The following criteria were used 
in choosing the sites: 

I. Representative of Twin Cities freeway network 

The Twin Cities freeway network includes typical geometric configurations such as 
weaving sections, lane drop locations, high volume entrance ramps, high volume exit 
ramps, etc. An effort was made to select sites which included most of these features but 
also avoided those that had too many weaving sections and complex geometric sections 
within a short span. Also, the freeways can be classified into one of the following general 
categories: radial, circumferential, central business district connector i.e. connecting the 
Minneapolis and St. Paul downtown districts. The selected sites should represent at least 
two of the categories. 
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II. Level of congestion 

One of the major objectives of ramp metering is to ease freeway congestions. Test sites of 
various congestion levels are essential for testing ramp metering effectiveness.  Hence the 
test sites need to be selected such that they cover at least two of three identified 
congestion levels, i.e., low traffic, moderately heavy traffic and very heavy traffic.  

III. Representative length 

      The ramp metering strategy under study is the recently deployed Stratified Zone 
Metering. This strategy is based on dividing the freeway into zones and regulating the 
zone entering volumes. As described in the earlier chapter, Stratified Zone control 
strategy requires at least seven stations (3.0 miles) to define a complete layer. Thus, 
assuming a minimum of two completer layers a minimum length of 6 miles is essential.  

IV. Upstream and downstream boundary conditions 

If recurrent traffic congestion exists beyond the freeway segment to be simulated (i.e., 
either the upstream or downstream end of the freeway segment, or both, are subject to 
recurrent traffic congestion), essential difficulty would arise in calibrating the 
corresponding simulation model because the boundary conditions can not be controlled. 
In this case, the simulation process could deviate from what actually occurred in reality. 
Because of this, the sites to be selected must have the boundaries free of congestion so 
that the simulation model can be accurately calibrated replicating the real situation. 

V. Ease of traffic data collection 

As the Mn/DOT ramp metering algorithms rely heavy on real-time detector data, it is 
essential that the sites selected should have most of its mainline detectors in working 
conditions for successful calibration. In addition, all entrance and exit detectors must be 
operational, so that the boundary demand conditions can be well defined. 

VI. Availability of alternate routes  

One of the goals of this research is to have the flexibility to expand a test site(s) to 
include arterials associated with that freeway for future research. This would allow a 
study of the effects of diverted freeway-bound traffic to adjoining arterials due to ramp 
metering and evaluation of the impacts of ramp control on the corridor as a whole. 
Through information about the traffic diversion due to metering is not currently available, 
the selected sites have alternate routes and thus, corridor simulation is also possible once 
the data becomes available. 
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3.4.2. Test Sites 

Based on the above selection criteria, two sites, i.e., TH169NB and I94EB are selected 
for evaluating ramp metering effectiveness in the Twin Cities metro area. These two sites 
are shown in Figure 3-6. Their geographical characteristics are summarized in Table 3-1. 

TH 169 Northbound 

The first site is a 12 mile long section of TH 169 Northbound circumferential freeway 
starting from the interchange with I-494 and ending at 63rd Avenue North. This mostly 
two lane freeway segment has 10 weaving areas, 24 entrance ramps and 25 exit ramps. Of 
the 17 metered ramps, 4 have HOV bypasses and 2 are freeway-to-freeway type 
connecting TH-62 and I-394. 

I-94 Eastbound 

The second site is an 11 mile long freeway section of I-94 Eastbound that connects the 
Central Business Districts of the Twin Cities of Minneapolis and St. Paul. Being a 
geometrically complex freeway, it is often severely congested during peak hours and 
carries heavy traffic between the two cities. It has 6 weaving areas, 3 lane drops, 19 
entrance ramps (4 unmetered) and 14 exit ramps. Compared to this site, TH 169 is of 
medium geometric complexity and generally carries relatively lower traffic volumes.   

 

Figure 3- 6 Two Selected Test Sites: TH-169NB and I-94EB 
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Table 3- 1 Geometric Properties of Selected Test Sites 

 

3.4.3. Geometric Data 

To create simulation models of the test sites two types of information are generally 
required: geometric data to model the roadway and traffic data to simulate vehicles. The 
geometric data consists of the physical properties of the freeway such as orientation, 
number of lanes, width of the lanes, length of the mainline between ramps, length of the 
entrance ramps, length of acceleration and deceleration lanes, location of the detectors 
and ramp meters, etc. The freeway alignment and orientation was obtained from the 
AutoCAD drawings provided by Mn/DOT in the form of centerline drawing of the entire 
freeway segment. These diagrams also contained the information of lane markings, and 
the location of traffic control devices such as detectors and ramp meters. However, to 
build an accurate model this data was further supplemented by aerial Digital Orthophoto 
Quarter-Quadrangles (DOQs). They are high resolution black and white aerial photos, 
3.75' x 3.75', which cover the entire 7 county Twin Cities (Minneapolis and St. Paul) 
Metropolitan Area in Minnesota. They were used as background in AIMSUN to modify 
the simulation model to be as accurate as possible. 

3.4.4. Traffic Data 

The traffic detection system currently used by Mn/DOT has two components: loop 
detectors and closed circuit television (CCTV) cameras. Loop detectors, which form the 
primary component of Mn/DOT’s traffic detection system, are 6’ x 6’ inductive loops that 
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are embedded in each travel lane of the freeway and placed approximately one-half mile 
apart on the mainline. The detectors at each location are grouped into a station. Loop 
detectors are also placed on all entrance and exit ramps to measure the traffic entering 
and leaving the freeway. The detectors on the entrance ramp are located downstream of 
the ramp meter and are called merge detectors. Some of the entrance ramps also have 
queue detectors. Each loop detector collects two types of data: volume and occupancy. 
Volume is a measurement of the number of vehicles that have passed over the detector. 
Each detector measures a lane volume and the sum of all detector volumes in a station 
gives the total traffic volume crossing that location. Occupancy is measured as the 
percentage of time during which a loop detector is occupied by a vehicle. As each 
detector measures the occupancy of the lane it is installed, mainline station occupancy is 
calculated as an average occupancy of all detectors that comprise the station. The detector 
station data is aggregated every 30 seconds and transmitted to the TMC whereas the 
individual detector data (including those on the entrance and exit ramps) is aggregated 
every five minutes and transmitted to the TMC.  

The second type of traffic detection is through visual surveillance via CCTV cameras. 
The cameras are usually mounted on 50-foot poles at one mile mainline spacing and on 
some entrance ramps. Operators at the TMC monitor the cameras to determine if the 
central computer is regulating the system appropriately. They also use CCTV cameras to 
verify and detect freeway incidents, assist in the timely arrival of motorist aid, and help 
minimize traffic congestion. 

An example of a mainline station (442) having two detectors (1942 and 1943) and 
detectors on an entrance (1944) and exit ramp (1945) is shown in Figure 6.7. 

Figure 3- 7 Typical Freeway section and Loop detector locations 

 

The traffic demand data requirements for simulation in AIMSUN are: 

(1) Traffic volume and traffic composition at entrance ramps and upstream end of 
freeway mainline 

(2) Turning percentages of mainline flow at exit ramps. 

 

Station 442

A
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The traffic composition data, i.e., the respective percentage for each of the vehicle types 
constituting the traffic flow, is not available from the direct measurements of Mn/DOT 
traffic detecting/monitoring system.  Usually, the data can be exacted from the real-time 
CCTV videos, supplemented by field-collected data if necessary. In particular, the traffic 
composition data employed for this study is the data of the year 2000. Entrance demands 
are retrieved from loop detector volume measurement. The queue detector located 
upstream of each ramp directly measures the entering demand. However, cares must be 
taken in checking the consistency of detector data as loop detector might malfunction and 
fail to give vehicle counts or occupancy. This means, the data record with a zero volume 
but a non-zero occupancy or vice-versa should be filtered out as the two measurements 
are not consistent with each other.  

Turning percentages of the mainline volumes at exit ramps are important for the micro-
simulator to replicate the actual traffic flow process.  In this study, the turning percentage 
is determined from the ratio of mainline volume to exit volume. This is illustrated 
graphically in Figure 3.8, where the turning percentage of the mainline flow at the exit 
ramp is computed as: 

                                                    
mainline

exit

V
VP =  

where: 

                    P represents the turning percentage of mainline volume exiting from the off-
ramp; 

                    exitV  represents the volume recorded by the exit ramp detector during a 
prescribed time interval; 

                    mainlineV   represents the volume recorded by the mainline detectors during a 
prescribed time interval. 
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Figure 3- 8 Mainline Detectors and Exit Ramp Detector 

 

The selected test dates are November 08, 2000 for TH-169 and November 01, 2000 for I-
94.  The dates were specifically selected during the ramp meter shutdown period to 
ensure the calibrated simulation models have no systematic bias to a particular set of 
control parameter values. Afternoon peak was selected as the test sites experience more 
severe congestion. In order to include the entire congestion cycle each simulation 
experiment was conducted from 14:00 to 20:00, while the SZM control period is from 
15:00 to 18:00. 

3.5 Simulation Model Calibration 

Once the geometric and traffic data were used to build the simulation models of the test 
sites, the next step was to calibrate them. Simulation model calibration is the process of 
obtaining a good match between actual and simulated fundamental measurements (e.g., 
Flow and Speed) by fine tuning the global and local parameters of the microscopic 
simulator. In this study the calibration methodology proposed in Hourdakis and 
Michalopoulos, (2000) was followed resulting in very satisfactory statistical match. For 
instance, by comparing actual and simulated volumes on mainline detector stations, the 
correlation coefficient (r2) was high ranging from 0.90-0.98 at both test sites, while 
similar scores were obtained for other test metrics (Thiel’s coefficients, etc) and speed 
contours. 
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4. GENERAL METHODOLOGY 

As mentioned in the earlier chapter, there are two major stages in the proposed 
performance optimization methodology; Sensitivity Analysis and Response Surface 
Optimization. In this chapter a general description of the methodology applicable to any 
ramp control strategy that has clearly defined control parameters which affect the 
performance of the strategy is presented. The flowchart presented in figure 4.1 
summarizes the overall methodology. The following subsections present a very detailed 
account of this two stage methodology. 

 

 

Figure 4- 1 Framework of Sensitivity analysis and Optimization 
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4.1 Sensitivity Analysis 

Sensitivity Analysis (SA) is the study of how the variation in the output of a model 
(numerical or otherwise) can be apportioned, qualitatively or quantitatively, to different 
sources of variation. The primary purpose of a sensitivity analysis prior to optimization is 
to reduce the number of parameters to optimize and also the search domain. It should be 
noted that in the case of a small parameter set (≤ 5), sensitivity analysis becomes optional 
and can be skipped. However, in general this is not always the case. Thus a preliminary 
screening using one-factor-at a-time analysis followed by a robust analysis based on 
Fractional Factorial Design is employed. 

4.1.1. One-Factor-At-A-Time (OFAT) analysis 

OFAT sensitivity analysis, also known as threshold analysis (Critchfield and Willard, 
1986), is one of the simplest ways of investigating the sensitivity of a model in the form 
of graphs, charts and/or surfaces. Generally, such a graphical method is used to give 
visual indication of how the output is affected by variations in the inputs (Geldermann 
and Rentz 2001). 

As a first step of this preliminary sensitivity analysis, all the parameters of a control 
strategy and their applicable ranges are identified and a set of parameter values is selected 
as a reference (henceforward referred to as the base set). The method further requires 
defining a Sensitivity Index (e.g., percent change in MOE, rate of change in MOE). SI 
values are calculated by individually varying only one parameter across its range while 
holding all other parameters at their base values. Thus for each parameter a rough 
sensitivity curve is first developed using a coarse step size and if necessary is locally 
refined with a finer interval. A suitable threshold value of the SI is then selected and all 
the parameters that fall above (or below depending on the SI) are identified as most 
sensitive. Further, for each sensitive parameter an interval of significance is also 
identified. 

OFAT is very useful screening technique and can expose complex dependencies between 
inputs and outputs (McCamly and Rudel, 1995). However, it addresses only a potentially 
small portion of the entire parameter domain. Further, parameter interactions are 
impossible to capture. Hence it is recommended here as a good practice to avoid using 
relatively high threshold values of SI. 
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4.1.2. Fractional Factorial Analysis 

Factorial analysis, which is based on the principles of Design of Experiments (DOE), is 
an efficient approach to estimate the parameter effects and their interactions (Kleijinen, 
1993 and Montgomery, 1997). It is an experimental strategy in which all parameters are 
varied together, instead of one at a time. Each parameter is allowed to take only a definite 
number of values referred to as levels. Typically a parameter is assigned not more than 5 
levels.  The main effect of a particular parameter is calculated as the change in response 
(e.g., MOE) due to a change in its level. If this difference in response between two levels 
of a parameter is not the same at all levels of another parameter, then the two parameters 
(hence forward referred to as factors) are said to have an interaction. In a full factorial 
analysis, all possible combinations of parameter levels are evaluated. Thus, a full factorial 
can estimate all two-factor and higher order interaction effects but generally needs 
astronomically large number of evaluations. For instance, for 10 parameters with 3 and 2 
levels each will require 310 and 210 runs respectively. However, by reasonably assuming 
that higher order interactions are negligible, only a fraction of full factorial experiment is 
sufficient to estimate the main effects and lower order interactions. Such designs are 
termed as Fractional Factorial designs. The reduction in the number of evaluations is 
accomplished at the expense of “losing” information on main and interactions effects. 
This loss of information results from some main and interactions effects being entangled 
otherwise called “aliased” with other main and interactions effects. The effects that are 
entangled become inestimable as their combined effect can only be estimated from the 
design. The highest order of estimable interaction effects determines the Resolution of an 
experimental design. A design is of resolution R where no p-factor effects are aliased (or 
entangled) with any other effects of order less than R-p. A Roman numeral subscript is 
employed to denote design resolution. Thus, Resolution III designs are ones in which no 
main effects are aliased with any other main effect, but main effects are aliased with two-
factor interactions and two-factor interactions may be aliased with each other. Resolution 
IV designs are the ones in which no main effect is aliased with any other main effect or 
with any two-factor interaction, but two-factor interactions are aliased with each other. 
Resolution V design are ones in which no main effect or two factor interaction is aliased 
with any other main or two-factor interaction, but two-factor interactions are aliased with 
three-factor interactions.  

As it can be readily seen, the higher the resolution the better the design. However, as the 
resolution of design increases the number of evaluations required also increase. Therefore 
a good balance between loss of information and number of evaluation is required. In 
general, a resolution of V is considered excellent, IV adequate and III economical.  

Another optional but supplementary criterion to use in search good fractional factorial 
designs is the minimum aberration criterion (Fries and Hunter, 1980), which is an 
extension of maximum resolution criterion (Box and Hunter, 1961). Technically, a 
minimum aberration design is defined as the design of maximum resolution which 
minimizes the number of pairs of aliased interactions of the crucial order. For example, a 
minimum aberration resolution IV design would have the minimum number of pairs of 
confounded interactions. Orthogonal designs allow independent estimation of all 
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estimable effects and also minimize the variation the regression coefficients. For the 
objective of this study, it is recommended to use orthogonal Resolution V designs 
because at least a Resolution of five is required to estimate all two factor interactions and 
an orthogonal design is required to ensure that both the factors and their interactions are 
uncorrelated. A technical description of Fractional Factorial Design construction is 
beyond the scope of the thesis but detailed accounts on design constructions can be found 
in (Box and Hunter 1961, Franklin 1984 and Suen 1997). To avoid the laborious task of 
constructing FF designs, the National Bureau of Standards (1957) provided a 
comprehensive list of design tables that were constructed based on the minimum 
aberration. These tables can be readily used for either 2 or 3 levels of the parameters.  

Once an appropriate design is selected or constructed, for each parameter combination in 
the design matrix the control strategy is simulated on the test sites and performance 
MOEs are extracted. Using the selected MOE as a response, Analysis of Variance 
(ANOVA) needs to be conducted to estimate the significant main and interaction effects. 
Through ANOVA the null hypothesis that the parameters and their interactions have no 
effect on the observed responses is tested. Further relative importance of these effects can 
also be obtained by plotting a histogram of their standardized estimates. 

4.2 Response Surface Optimization 

Once the significant control parameters are identified from the above sensitivity analysis; 
the next stage is the actual process of optimization. Response Surface Methodology 
(RSM) is one of the most suitable and efficient techniques for problems where the best 
combination of parameters values needs to be determined. RSM is a collection of 
mathematical and statistical techniques for modeling and analysis of complex systems 
with an objective to optimize its response (Meyers and Motgomery, 1995). The 
methodology requires evaluations of carefully selected set of parameter combinations 
(known as a design) to approximate the true response of the system to lower-order 
polynomial models using ordinary least squares (OLS) regression. Neural networks are 
also sometimes used to function in the same role as polynomials models.  

In this study using of second order models and selecting designs capable of estimating all 
the terms in the model is proposed. In the literature, a number of standard RSM designs 
such as Central Composite Designs, Box-Behnken Designs or D-Optimal Designs 
specifically developed for second order models are available. Further, many statistical 
analysis packages (SAS, Design Expert, JMP, MINITAB, etc) are capable of generating 
these design tables depending on the number of parameter making it very simple for the 
user. However, in case a 3 level design with a Resolution-V was used in the sensitivity 
analysis, the same design will be sufficient to fit a second order model and thus a 
standard RSM design is not required. 

Typical experimental designs used in RSM are Box-Behnken designs (BBD), Central 
Composite designs (CCD), D-Optimal designs (DOD), 3-level full factorial designs 
(FLF-3) and 3-level fractional factorial designs (FRF-3). The BBD, FLF-3 and FRF-3 
each requires three levels to be sampled across the region of interest of each parameter in 
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creating the sampling combinations. The CCD requires five levels. Both BBD and CCD 
are near-orthogonal with the degree of non-orthogonality changing based on the number 
of variables in the study. An additional design commonly used is the fractional CCD with 
at least resolution V. A CCD can be described as a 2-level full factorial design combined 
with axial runs and a center point. If the factorial portion is fractionated, the design will 
require fewer runs. On the other hand, Box-Behnken Designs (Box and Behnken, 1960) 
are built using complex combinations of two-level factorial designs and incomplete block 
designs. Interested reader is directed to Myers and Montgomery (1995) for a thorough 
explanation of all of the designs and design properties mentioned above.  

One of the most important criteria for selecting a design is the number of runs required. 
Table 1 shows the number of runs required for each of the four designs specified versus 
the number of factors being investigated in the model. Note that the fractional CCD does 
not exist at the minimum resolution of V requirement until at least five input variables are 
used. Hence, the number of runs required for the fractional CCD is left blank for those 
three cases in the table. If k is the number of input variables in the design, then a FLF3 
design requires 3k runs. A CCD requires 2k factorial points, 2k axial points at locations ±α 
along each coordinate axis with a total of 2k + 2k + 1 runs. Further, BBD does not exist 
for only two variables and has gaps in its existence due to its method of construction. The 
formula for the number of runs required in a BBD changes based on the number of input 
variables. For fractional factorial designs the plans (National Bureau of Standards, 1959), 
based on which the calculations are done indicated in parentheses. 

It is clear from the described problem that a Full Factorial design is generally infeasible. 
This is also true for a full CCD by the time the number of input variables near 10. 
Moreover, the number of runs required should not be the only concern in selecting a 
design. Another concern, as mentioned earlier, is the loss of orthogonality, if any. When 
the columns of the design matrix are not orthogonal to each other, some degree of co 
linearity exists. This causes increased variance in the estimates of the model coefficients 
and disrupts inference on determining significant effects in the model.  

Variance Inflation Factor (VIF) and Tolerance are two measures that can guide 
identifying Multiple Co-linearity (MC). It should be noted that the variance of the 
Ordinary Least Square estimator for a typical regression coefficient (say βi ) can be 
shown to be the following. 
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It is readily seen that the higher VIF or the lower the tolerance index, the higher the 
variance of βi and the greater the chance of finding βi insignificant, which means that 
severe MC effects are present. Thus, these measures are usually used in identifying MC. 
This is done by choosing each explanatory variable as the dependent variable and regress 
it against a constant and the remaining explanatory variables.  This would thus give k–1 
values for VIF. If any of them is high, then MC is indicated. However, there is no 
theoretical way to set a threshold value to judge that VIF is “high.” In a perfectly 
orthogonal design matrix, each VIF would have value 1.0. As the co-linearity in the 
model increases the parameter VIF’s also increase. Cut off values are usually used to 
restrict poor designs. Stating this in terms of green (g), yellow (y) and red (r) lights to 
relate to good, questionable and poor designs, respectively, a green light may be stated as 
the maximum VIF < 2 and a red light may be stated as the maximum VIF > 5 or 10. 
Under such a scenario, Table 4.2 categorizes the designs (Craney, 2002) listed previously 
in Table 4.1. An additional concern in design selection is the spacing of design points. 
Design points falling in a region relatively far outside or away from the rest of the data 
will have higher leverage in determining model coefficients. For a model with p terms 
and n observations (as shown in Table 1), leverage values can be determined for each 
design point in the design matrix. Thus, average leverage equals the number of model 
terms divided by the number of experiments, i.e., p/n. Higher leverage points, those with 
values twice that of the average will unduly influence the model fit.  So, designs with 
maximum leverages less than 2p/n are considered a green light and designs with 
maximum leverages greater than 4p/n are considered a red light.  Values in between are 
in the yellow light region. Under these considerations, along with 2p/n and 4p/n limits, 
the above designs are presented in Table 3. Of the designs mentioned, leverages seem to 
be of concern mainly in the CCD. The axial points that extend beyond the face of the 
cube are an increasing function of the number of points required to make up the factorial 
portion of the design. To maintain rotatablilty, which ensures constant prediction variance 
at all points that are equidistant from the center in the design space, a CCD requires that 
its axial points must be at 4

fn± , where nf is the number of points comprising the factorial 
portion of the design. Using the information provided in Tables 2 and 3, an appropriate 
design can be selected prior to evaluations and fitting a model. If we look at the tables 1, 
2 and 3 simultaneously, we can infer that the type of design to be selected largely 
depends on the number of factors involved. Moreover, depending on the balance between 
efficient and economical designs that an experimenter is desired to seek, the class of 
design that is appropriate differs. Overall, Fractional CCD and Fractional Factorial 
Designs seem to be generally promising and BBD’s are usable for 3-7 parameters. In the 
objective of this study, a fractional factorial design (as provided by National Bureau of 
Standards (1959)) is proposed, even though they are the most economical, as they are 
complete orthogonal designs and also nearly rotatable (refer figure 5-3). 
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After selecting an appropriate and all the design points are simulated in the microscopic 
simulator, a response surface model is fit to the data using least squares regression. 
However, it is worth noting that the response data is not truly a random variable. If a 
combination of parameters is simulated more than once, keeping the random seeds the 
same, the average response returned by the simulator will repeat itself exactly. Thus, lack 
of fit tests are not possible in simulation based RSM and the replications need not be used 
for any of the points in this process, including the center points if any. The model fitting 
process is unaffected by this information. However, the concern for validation of standard 
assumptions for the residuals that they are independent and identically distributed, iid N 
(0, σ2) needs to be addressed. The three main underlying assumptions of iid are: 1) 
Normally distributed residuals symmetric about zero mean with the majority of the data 
close to zero; 2) Homoscedastic residuals exhibiting a constant variance throughout the 
range and with no clear curvature in Residulas vs Predicted plot; 3) No Outliers with all 
observations falling within a maximum allowed Cook’s Distance of 4/(n-k-1), where n is 
the number of observations and k is the number of parameters.  

However, goodness of fit is determined based on indirect checks. The principal statistical 
criterion that determines the goodness of fit is R2, the coefficient of determination. The 
modeling technique need not be based on data from a random variable, but a good fit of 
the model to the data is still evidence that the response surface model adequately replaces 
the simulation model. The model validation methods mentioned above are all criteria of a 
statistically good model.  

With diagnostic checking and model adequacy tests are conducted ensuring that the fitted 
second order model is statistically valid, response surface analysis needs to be performed. 
Canonical Analysis is basis for determining the location and the nature of the stationary 
point (X0) of the model. The estimated second order approximation of the simulation 
model for the selected MOE can be written as follows: 

                                                              

     

 

 

The nature of the stationary point is determined from the sign of the eigervalue of the 
matrix B. Relative magnitude of these eigenvalues can be helpful in overall interpretation. 
Let E be the matrix of normalized eigenvectors of B and v1,…vk be the eigenvalues of B. 
If all eigenvalues are positive (negative), then the quadratic surface has a minimum 
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(maximum) at the stationary point (X0). If the eigenvalues are mixed in sign, then the 
stationary is a saddle point. It is not advisable to extrapolate the second order models 
beyond the current region of interest (Myers and Montgomery, 1995). Therefore, if the 
stationary point (minimum, maximum or saddle point) lies outside the current region of 
interest, the stationary point is not accepted. In such a case a numerical optimization of 
the response surface is performed using algorithms like Newton Method and Nelder and 
Mead Simplex method.  

Graphical analysis plays an important role in illustrating and interpreting the RSM in the 
form of contour and perturbation plots. The Contour plots are two-dimensional graphs 
that show constant response curves with the axis system being a specific pair of 
parameters while all others are held constant. These plots are particularly revealing when 
the stationary point not of practical significance, which is usually the case. On the other 
hand , perturbation plots help compare the effect of all the parameters at a particular point 
in the RSM design space. The response is plotted by changing only one parameter over 
its range, while all other parameters are fixed at user desired values. 

Many advanced statistical packages (JMP, Design Expert, SAS, MINITAB, SPSS, etc.) 
have the ability to perform RSM optimization and have built-in standard designs as 
mentioned earlier, making it simple for the user to implement this methodology. Further, 
contour plots, perturbation plots can also be easily obtained in most of these packages. 
For this study, while Design Expert® 6 has been the chief tool for modeling and analysis 
of RSM, SAS® has been used to conduct canonical analysis as this feature is unavailable 
in Design Expert®. 
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Table 4- 1 Number of runs required by type of Design for RSM 

 

No: 
Factors BBD CCD Fractional CCD 

(Min. Res. V) 
Full Factorial 

Design 
Fractional Factorial 

Design  (Min. Res. V)

2 - 9 - 9 - 

3 13 15 - 27 - 

4 25 25 - 81 - 

5 41 43 27 243 81 (3.5.3) 

6 49 77 45 729 243 (3.6.9) 

7 57 143 79 2187 243 (9.7.9) 

8 - 273 81 6561 243 (27.8.9) 

9 121 531 147 19,683 243 (81.9.9) 

10 161 1045 149 59,049 243 (243.10.9) 

11 177 2071 151 177,147 243 (729.11.9) 

12 193 4121 281 531,441 729 (729.12.27) 

 

Table 4- 2 Classification of Designs for RSM with respect to Maximum VIF 

 

No: of 
Factors BBD CCD Fractional CCD 

(Min. Res. V) 
Full Factorial 

Design 
Fractional Factorial 
Design (Min. Res. V)

2 - 1.68 (g) - 1.00 (g) - 
3 1.35(y) 1.91 (g) - 1.00 (g) - 
4 2.21 (y) 2.21 (y) - 1.00 (g) - 
5 3.15 (y) 2.44 (y) 1.67 (g) 1.00 (g) 1.00 (g) 
6 2.32 (y) 2.07 (y) 2.25 (y) 1.00 (g) 1.00 (g) 
7 2.32 (y) 1.53 (g) 2.52 (y) 1.00 (g) 1.00 (g) 
8 - 1.24 (g) 2.56 (y) 1.00 (g) 1.00 (g) 
9 3.87 (y) 1.11 (g) 2.15 (y) 1.00 (g) 1.00 (g) 

10 3.69 (y) 1.05 (g) 2.56 (y) 1.00 (g) 1.00 (g) 
11 2.59 (y) 1.03 (g) 2.73 (y) 1.00 (g) 1.00 (g) 
12 3.63 (y) 1.01 (g) 1.79 (g) 1.00 (g) 1.00 (g) 
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Table 4- 3 Classification of Designs for RSM with respect to Maximum Leverage 
 

 
# Input 

Variables 
Box-Behnken CCD Fractional CCD 

(min. Res. V) 
3-Level Full Factorial 

2 - 1.00  {1.33,2.67} (g) - 0.81  {1.33,2.67} (g) 
3 1.00  {1.54,3.08} (g) 0.99  {1.33,2.67} (g) - 0.51  {0.74,1.48} (g) 
4 1.00  {1.20,2.40} (g) 1.00  {1.20,2.40} (g) - 0.28  {0.37,0.74} (g) 
5 1.00  {1.02,2.05} (g) 0.89  {0.98,1.95} (g) 0.88  {1.56,3.11} (g) 0.14  {0.17,0.35} (g) 
6 1.00  {1.14,2.29} (g) 0.57  {0.73,1.45} (g) 0.97  {1.24,2.49} (g) 0.06  {0.08,0.15} (g) 
7 1.00  {1.26,2.53} (g) 0.56  {0.50,1.01} (y) 0.82  {0.91,1.82} (g) 0.0285  {0.033,0.066} (g) 
8 - 0.55  {0.33,0.66} (y) 1.00  {1.11,2.22} (g) 0.0122  {0.014,0.027} (g) 
9 1.00  {0.91,1.82} (y) 0.54  {0.21,0.41} (r) 0.55  {0.75,1.50} (g) 0.0051  {0.006,0.011} (g) 

10 1.00  {0.82,1.64} (y) 0.53  {0.13,0.25} (r) 0.78  {0.89,1.77} (g) 0.0021  {0.0022,0.004} (g) 
11 1.00  {0.88,1.76} (y) 0.52  {0.08,0.15} (r) 0.99  {1.03,2.07} (g) 0.0008  {0.0009,0.002} (g) 
12 1.00  {0.94,1.89} (y) 0.52  {0.04,0.09} (r) 0.54  {0.65,1.30} (g) 0.000326  {0.00034,0.00068} (g)
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5. IMPLEMENTATION TO SZM CONTROL STRATEGY 

5.1 OFAT Analysis  

The SZM control has twenty parameters as described in the Table 5.1. Throughout this 
study, the parameter values that are currently being used by Mn/DOT are considered as 
base values. Henceforward it is implicitly understood that this set defines the base case 
for all comparisons. As mentioned earlier, the primary MOE selected for this study was 
System Total Travel Time (STTT). Using percentage decrease in STTT from base case as 
a sensitivity index (SI), the sensitivity curves (rough or fine as required) were developed 
for all the parameters at both test sites TH-169 and I-94. A small threshold value of 0.5% 
was used to screen the parameters.  

In spite of this seemingly small threshold most parameters were found insignificant 
leaving only nine significantly contributing to performance. Table 5.2 shows the intervals 
of significance of these parameters and the three levels (-1, 0, 1) selected for the further 
analysis. As expected, the sensitivity curves suggest that the control performance is non-
linearly related to its parameters. For TH-169 and I-94 most of the curves exhibited 
similar overall trends, but their intervals of significance were shifted. This justified the 
need for a site specific optimization of the control parameters.  

Capacity estimates for the mainline (rightmost and other lanes), Maximum ramp waiting 
time threshold, Absolute Max. Release rate, etc strongly affect the system performance.  
Among the less sensitive parameters are the smoothing constants (for metered and 
unmetered ramp demand, mainline flow rate, etc.), Absolute Min. ramp release rate, etc. 
The following section explains the effects of changes in all the screened parameters and 
their observed trends in OFAT sensitivity analysis. Percent changes in System TTT, 
Mainline TTT and Ramp TTT from the base are plotted for both test sites with a base 
value of parameter being represented as a short vertical line. 
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Table 5- 1 SZM Control parameters and their applicable ranges 

 

No: SZM Control Parameter Notation Units 
Current 
Value 

Applicable
Range 

1 Absolute Maximum Release Rate Rmax Veh/hr 1714 1300 - 1714
2 Absolute Minimum Release Rate  Rmin Veh/hr 240 180 - 360
3 Increment to ramp demand Iramp Veh/hr 150 80 - 240 
4 Full Density of a zone Df Veh/mile 32 23 - 40 
5 Max. Allowed waiting time on Local ramps Tmax, L Seconds 240 180 - 530
6 Max. Allowed waiting time on F-F ramps Tmax,F Seconds 120 80 - 240 
7 Queue Density equation-Intercept QIntrecept Veh/mile 206.715 200 - 240
8 Queue Density equation-Slope QSlope Hr/mile 0.03445 0.02 - 0.06
9 Capacity Estimate for Rightmost mainline lane CR Veh/hr 1800 1700 - 2200
10 Capacity Estimate for Other mainline lanes CO Veh/hr 2100 1800 - 3000
11 Occupancy Threshold  OTh % 25 12 - 46 
12 Ramp Meter Turn off  threshold Moff % 80 50 - 80 
13 Ramp Meter Turn on threshold  Mon % 85 50 - 100 
14 Passage Compensate Factor  Pc - 1.15 1.00 - 1.5
15 Accumulate Release rate smoothing factor KR - 0.20 0.1 - 0.7 
16 Queue Detector smoothing factor    KD - 0.15 0.1 - 0.7 
17 Passage Detector smoothing factor KP - 0.20 0.1 - 0.7 
18 Mainline station smoothing factor KM - 0.15 0.1 - 0.7 
19 Unmetered station smoothing factor  KU - 0.15 0.1 - 0.7 
20 Exit station smoothing factor  KX - 0.15 0.1 - 0.7 

  

Table 5- 2 Screened SZM Parameters and Levels in Interval of Significance 
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5.1.1. Parameter Sensitivity Curves 

Maximum Release Rate ( Rmax): 

In the Twin Cities metro area, it has been a standard to meter ramps only if two or more 
storage lanes can be provided. In Dual-lane metering the controller operates by 
alternating the green-yellow-red cycle for each lane. Depending on the controller being 
used the cycle may or may not be synchronized. In the twin cities synchronized 
controlled ramps are designed to two lanes before the ramp meter but transitioned into 
one lane before merging the freeway. From a practical point of view, for a single lane 
ramp with one vehicle per green the smallest possible cycle is 4 seconds with 1 second 
green, 1 second yellow and 2 seconds red. This produces a maximum ramp release rate of 
900 VPH. On the same lines, dual lane metering can provide a metering capacity of 1600 
to 1700 VPH. The value currently used by MN/DOT is 1714 VPH which corresponds to 
a cycle time of 2.1 seconds (2 seconds for yellow plus green and 0.1 second for red). As 
any smaller cycle length than 2.1 seconds will be infeasible to drivers, the tested range of 
this parameter was from 1714 VPH to 1300 VPH. The sensitivity curves for both the test 
sites show that as Rmax decreases from its base value Ramp TTT increases steadily as 
fewer and fewer vehicles are allowed to enter the mainline. However, Mainline TTT and 
System TTT are affected non-linearly with minimum mainline TTT occurring when Rmax 
is in the neighborhood of 1600 and 1400 VPH for Th169 and I94 respectively. A lower 
value for I-94 can be attributed to the fact that it is more severely congested test site with 
the maximum release rate of a ramp depends on the test site and the congestion level. 

 

 

 

 

 

 

Figure 5- 1 Effect of parameter Max Release Rate on Performance MOEs 

 

Occupancy Threshold (OTh ): 

Occupancy threshold is a control parameter that detects queues with the back of the 
queue approaching a queue detector. As this threshold increases, the theoretical storage 
space on a ramp increases thereby allowing larger queues and consequently high Ramp 
TTT. The current value of 25% used in SZM control is equivalent to an average density 
(d = Os * 52.80/ Le ) of  53 veh / mile. For both the test sites similar overall trend was 
observed. As expected, RTTT increases sharply from with the threshold value increasing 

System TTT vs Max Release Rate

-1.5

-1

-0.5

0

0.5

1

1.5

2

1250 1300 1350 1400 1450 1500 1550 1600 1650 1700 1750

Max Release Rate (veh/hr)

Pe
rc

en
t c

ha
ng

e 
(%

)

I94
Th169

Mainline TTT vs Max Release Rate

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

1250 1300 1350 1400 1450 1500 1550 1600 1650 1700 1750

Max Release Rate (veh/hr)

Pe
rc

en
t c

ha
ng

e 
(%

)

I94
Th169

Ramp TTT vs Max Release Rate

-2

0

2

4

6

8

10

12

1250 1300 1350 1400 1450 1500 1550 1600 1650 1700 1750

Max Release Rate (veh/hr)

Pe
rc

en
t c

ha
ng

e(
%

)

I94
Th169



45 

from 15 % to 30% and then flattens between 30 % and 45%. However,  STTT and MTTT 
decrease as OTh changes from 20% to 30% and then increase when OTh changes from 30% 
to 45%.  

 

 

 

 

 

 

Figure 5- 2 Effect of parameter Occupancy Threshold on Performance MOEs 

 

Increment in Ramp Demand (IRamp): 

When a ramp queue exceeds beyond the queue detector, the detector counts are no more 
accurate. To avoid such a condition, whenever the queue detector occupancy increases a 
predetermined threshold, ramp demand is increased by IRamp veh/hr for the next control 
period. Clearly for a given occupancy threshold as the value of this control parameter 
increases, the storage space available for the ramp queue decreases. Thus, the Ramp TTT 
decreases steadily. However, the effect on Mainline and System TTT is non-linear and 
also depends on the congestion level on the freeway. On the moderately congested site 
TH169 at lower increment values the MTTT like s the mainline TTT increases  

 

 

 

 

 

Figure 5- 3 Effect of parameter Ramp demand Increment on Performance MOEs 

 

Capacity Estimates (CR  & CO ): 

Capacity estimates of rightmost lane and all other lanes are two parameters which are 
used in the determining the downstream mainline capacity of a zone (B). According to 
Highway Capacity Manual (HCM, 2000), the capacity of a freeway section should not be 
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more than 2200 vphpl when the free flow speed is 65 mph. However, recent studies on 
the stochastic nature of freeway capacity (Polus and Pollatschek, 2002 and Persaud, 
2001)) have shown that probability density function of freeway capacity follow shifted 
gamma distribution. The capacity of the rightmost lane is considerably lower than that of 
the middle lane which is also lower than the leftmost lane (assuming a 3-lane freeway 
section). The flows of the highest probability occur at 2100 veh/hr, 2375 veh/hr and 2800 
veh/ hr on the rightmost, middle and left most lanes (Polus and Pollatschek, 2002). 
Moreover, very high flows up to 3000 veh/hr can also be reached on left most lanes but 
with very low probabilities. Thus, in this study a wide range of values was tested; a range 
of 1700 veh/hr to 2250 veh/hr for right most lanes and a range of 1800 veh/hr to 3000 
veh/hr for other lanes were considered for the two parameters CR and CO. 

 

 

 

 

 

Figure 5- 4 Effect of parameter Right lane capacity on Performance MOEs 

 

 

 

 

 

 

Figure 5- 5 Effect of parameter Other-lane capacity on Performance MOEs 

The sensitivity curves show that as the capacity estimates of right and other lanes 
increase the total allowed metered ramp flow increases in every zone. Thereby, less and 
less restrictive ramp release rates will be proposed resulting in lower ramp waiting time 
and Ramp TTT. This can be clearly noted as the case on both test sites irrespective of the 
level of congestion on the freeway. However, the effect on the mainline, and thus also on 
the system, differs significantly between the TH-169 and I-94. Figure 5.4 shows that the 
mainline of a moderately congested site like TH-169 can accommodate higher CR values 
than its current default of 1800 veh/hr but will eventually deteriorate at values higher than 
2100 veh/hr. On the other hand I-94 being a congested freeway, its mainline TTT starts to 
shoot up at a much lower CR value of 1900 veh/hr as compared to TH-169.  The system 
TTT decreases initially up to a CR value of 2100 veh/hr and then increases sharply. 
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The effect of other lane capacity estimate CO on the performance MOEs is similar to that 
of rightmost lane estimate CR. However it has stronger effect as this estimate is used for 
more than one lane in a zone as compared to CR. TH-169 has mostly 2-lane freeway 
sections but out of 12 miles more than 4 miles is 3-lane. I-94 is a mostly 3-lane freeway 
with some 4 and 5 lane sections. Being already congested, mainline of I-94 deteriorates 
for any value higher than the current default value of 2100 veh/hr. But, large 
improvements in RTTT offset this increase in MTTT, thereby improving the STTT. This 
is also consistent with TH-169, except that the between mainline performs better than the 
base scenario in between 2300 veh/hr and 2700 veh/hr.  

Maximum Allowed Ramp Waiting Time (Tmax): 

Tmax is the main control parameter that governs the queue control policy in SZM. In any 
case, the control logic maintains that the last vehicle in the estimated queue on a ramp is 
released within Tmax . The current default value of Tmax is 4 minutes (240 seconds) for all 
local access ramps. A wide range (180-520 sec) of this parameter was tested to capture its 
effect on all the three selected MOEs as shown in Figure 5.5. Ramp TTT keeps increasing 
with increase in Tmax and it tends to reach a state where the ramps do not get any worse. 
However, this state occurred at two different values of Tmax , 420 seconds and 480 
seconds on TH-169 and I-94 respectively. In the case of Mainline TTT, TH-169 improves 
steadily as Tmax is changed from 180 to 420 seconds, but further the improvements are 
marginal. In the case of I-94, which carries heavier volumes of traffic, similar trends are 
observed but with a lower improvement and at a higher cost of total waiting time on the 
ramps. Overall, the System TTT of I-94 increases with Tmax as the mainline 
improvements are offset by the increase in the Ramp TTT. However, TH-169 exhibits 
considerable decrease in System TTT between the values 240 and 420 as shown in Figure 
5.6. 

 

 

 

 

 

 

Figure 5- 6 Effect of Maximum ramp waiting time on Performance MOEs 
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Full Density of a Zone (Df): 

  

 

 

 

 

 

Figure 5- 7 Effect of parameter Full density on Performance MOEs 

The parameter full density of a zone reflects the available space within a zone. The 
current default value is 32 veh/mile ( corresponds to 15% occupancy). As the parameter 
value increases more spare capacity on the freeway is available. Thus the RTTT 
continues to decrease. Mainline and System TTT of I-94 is unaffected small values of Df . 
However in the interval between 26 and 40 a minimum and a maximum occurs. TH169 
also has exhibits similar trend but with a shifted interval of 30 and 40. Minimum STTT 
and MTTT occur at a higher value of Df  (~ 36 veh/mile) in the case of TH169. This is 
because of the low densities on the mainline of TH169 which helps the SZM control to 
allow more vehicles to merge from the ramps. 

Passage Compensation Factor (Pc): 

In the absence of a queue detector, which is sometimes the case, a passage detector is 
used to replace the queue detector measurements. However, as mentioned earlier, these 
counts do not represent the true ramp demand. Thus, this empirical parameter 
compensates for the error by multiplying counts of the passage detector by a factor 
greater than 1.0. The current default value is 1.1. The range of values that were tested for 
Pc is between 1.0 and 1.5. As both the sites have situations where a queue detector is 
missing, very similar trends were observed. Clearly, RTTT is affected strongly as it 
decreases with increase in Pc. Mainline TTT and System TTT experience minimum 
values at an approximate value of 1.3. Thus, an interval of 1.2 -1.4 was selected for next 
stage of analysis. 
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System TTT vs Passage Compensate Factor
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Figure 5- 8 Effect of Passage compensate factor on Performance MOEs 

Ramp Meter Turn-on threshold (Mon) 

 

 

 

 

 

 

Figure 5- 9 Effect of parameter Turn-on threshold on Performance MOEs 

Even before ramp meters begin operating an accumulated release rate (R a) is calculated 
from the release rates proposed by the algorithm. After the start time, a meter will begin 
operation when the ramp demand is greater than Mon times the accumulated release rate. 
This is to ensure that the ramp demand is high enough to warranty metering. Thus, in this 
experiment Mon  had been tested over a range of 0.5 to 1.0, while the current default value 
is 0.80. The plots in Figure 5.9 show that operating at a slightly higher threshold than the 
present practice will produce improvements in all the performance MOEs. This is 
consistent with both the test sites. 

5.2 Fractional Factorial Analysis 

Considering the nonlinearity of the sensitivity curves, in order to capture the curvature 
effects three levels are selected for each parameter within its interval of significance. 
Thus for 9 parameters a full factorial would have required 39 (=19683) evaluations. With 
a 3V

9-4 Fractional Factorial Design the number of evaluations is reduced to 243, which is 
only a 1/81 fraction of the full factorial. The selected design is orthogonal and has a 
resolution V (refer Appendix A). With 10 replications at each design point, for each site 
the whole experiment required 250 computer hours (~10 days) on a Pentium PC.  
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5.2.1. Significant Parameters and Interactions 

The results from ANOVA with System TTT as response were obtained for the two test 
sites. It should be noted that ANOVA has to be conducted on standardized parameters 
with their levels coded between -1 and 1 as shown in Table 5.2. Figure 4 illustrates the 
relative importance of the nine control parameters and their interactions using their 
coefficient estimates in the ANOVA.  The analysis shows that the Capacity estimate for 
the rightmost lane (F), Capacity estimate for other lanes (G) and Maximum allowed ramp 
waiting Time (J) are highly significant to system performance of SZM control. Moreover, 
they exhibit strong mutual interactions. Hence, the choice of these parameter values is not 
trivial and only specific combinations might produce an optimal performance. Further, G 
and J also exhibit quadratic effects. Among the other parameters, Maximum release rate 
(A), Occupancy Threshold (B) and Meter Turn on Threshold (E) are also statistically 
very significant depending on the test site. Moreover, it is worth noting that at 90% 
confidence level all the parameters are found significant in either directly as a main effect 
or in the form of an interaction with other main effects. Therefore, all parameters are 
considered significant and so should be included in the next step, performance 
optimization by RSM. 

 

 

 

 

 

 

 

 

 

 

Figure 5- 10 Standardized Parameter and Interaction Effects on STTT 

5.3 Response Surface Model Fitting and Optimization 

As mentioned in the earlier chapter, optimization by RSM requires selection or 
construction of an appropriate design that satisfies certain design criteria. From the 
fractional factorial analysis of SZM control, it has been concluded that all the nine 
parameters should be included in the performance optimization. Further, it needs to be 

A - Absolute Max Release Rate   ; B - Occupancy Threshold          ;  C - Step Increment in ramp demand    
D - Meters turn on Threshold     ; E - Passage Compensate factor ;  F - Right lane Capacity                 
G - Other lane Capacity             ; H - Full Density of a zone         ;  J - Max. Ramp wait time 
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noted that the 3V
9-4 fractional factorial design used in the Fractional Factorial analysis is 

also capable and indeed one of the preferred designs in estimating not only the main 
effects and interactions but also the quadratic effects. Thus, the same design was used to 
fit the second order model in nine parameters. This is an orthogonal and resolution V 
design. Moreover, the shape of the standard error plot of a design reveals its nature. 
Figure 5.1 is the 3-D view of the standard error plot of the selected 3V

9-4 fractional 
factorial design which shows a nearly circular and a symmetric 3-D shape. This is a 
feature of nearly rotatable designs. Further, the plot also shows relatively low and flat 
error near the central region. 
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Figure 5- 11 3V
9-4 Fractional Factorial Design Standard Error Plot: 3D View 

The model fitting, analysis and optimization was performed using Design Expert® 6, 
statistical software for design of experiments [Stat-Ease, 2003]. Design Expert® does not 
provide the feature of canonical analysis. SAS® has been used for this analysis. However, 
in Canonical analysis of Response Surface models is conducted in SAS®. However, in 
none of the cases the stationary point is found within the feasible region. This is generally 
the case with response surfaces involving many dependent variables. Thus, numerical 
optimization is opted for. Numerical optimization in Design Expert® is based on Nelder 
and Mead Downhill Simplex multi-dimensional pattern search (Nelder., 1965). 
Description of the algorithm is outside the scope of this thesis as proposed methodology 



52 

does not necessarily require this algorithm only. Any efficient optimization algorithm can 
replace this Simplex search technique.  

A major advantage of RSM is its ability to use only one set of evaluations to 
independently model and optimize as many outputs as generated from the system. In the 
present case, the outputs are the selected performance MOEs of SZM Control. Thus, all 
the three selected MOEs: System TTT, Mainline TTT and Ramp TTT were modeled and 
optimized individually. Besides, for each MOE two scenarios were identified. These two 
cases arise from a specification by Mn/DOT to maintain one of the most important 
parameters of the algorithm, the Maximum allowed ramp wait time (Tmax), equal to 4 
minutes. Thus, Scenario 1 refers to Optimization with ‘Tmax free to vary’ while Scenario 2 
refers to Optimization with ‘Tmax set to 4 minutes’.  

5.4 Results 

5.4.1. Model Results 

The General form of the developed second order models is: 

 

              Where,   y   = System TTT, Mainline TTT or Ramp TTT 

                             xi  = Parameteri   

                             k   = 9 for scenario 1 

                                  = 8 for scenario 2 

These general models were simplified based on Backward Elimination (Cook and 
Weisberg, 1999) of insignificant terms with model hierarchy being maintained. A well-
formatted model will maintain hierarchy and will include all main effects present in the 
significant interactions. Thus, for each test site 6 simplified models were developed and 
the corresponding optimal values were obtained using numerical optimization in the 
Design Expert® software. The following tables present the models and the degree of 
significance of the terms in these simplified models. Tables 6.1, 6.2 and 6.3 correspond to 
System TTT, Mainline TTT and Ramp TTT models of TH69. Similarly, Tables 6.4, 6.5 
and 6.6 correspond to System TTT, Mainline TTT and Ramp TTT models of I94. 
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Table 5- 3 Simplified Response Surface Model of TH-169 System TTT 

TH-169: 

Coefficient Coefficient Term 
Notation Value 

P-value Term 
Notation Value 

P-value 

Const β 0 12149.44 < 0.0001 D2 β44 -1590.04 0.0207 
  A β1 0.764174 0.744 G2 β77 0.000462 < 0.0001 
  B β2 -1.28627 0.001 AJ β19 -0.00225 0.0124 
  C β3 2.198179 0.070 CE β35 -3.04592 0.0595 
  D β4 4936.285 0.256 DG β 47 -0.35292 0.0285 
  E β5 451.0313 0.881 FG β 67 0.000859 < 0.0001 
  F β6 -2.74145 0.0003 FJ β 69 0.001773 < 0.0001 
  G β7 -4.49152 < 0.0001 GH β 78 0.011388 0.0005 
  H β8 -29.4091 0.0088 GJ β 79 0.001715 < 0.0001 
  J β9 -4.76686 < 0.0001 - - - - 

 

Table 5- 4 Simplified Response Surface Model of TH-169 Mainline TTT 

Coefficient Coefficient Term 
Notation Value 

P-value Term 
Notation Value 

P-value 

Const β 0 14125.01 < 0.0001 D2 β44 -1616.02    0.0216 
  A β1 0.797669    0.6836 G2 β77 0.000559 < 0.0001 
  B β2 -1.17835    0.0038 J2 Β99 0.004375 < 0.0001 
  C β3 2.361605    0.2322 AJ β19 -0.00233    0.0114 
  D β4 5105.397    0.236 CE β35 -3.15328    0.0567 
  E β5 474.5358    0.9695 DG β 47 -0.39653    0.0163 
  F β6 -3.18038 < 0.0001 FG β 67 0.000965 < 0.0001 
  G β7 -5.31521 < 0.0001 FJ β 69 0.003839 < 0.0001 
  H β8 -26.871    0.0396 GH β 78 0.010503    0.0016 
  J β9 -18.2614 < 0.0001 GJ β 79 0.004109 < 0.0001 

 

Table 5- 5 Simplified Response Surface Model of TH-169 Ramp TTT 

Coefficient Coefficient Term 
Notation Value 

P-value Term 
Notation Value 

P-value 

Const β 0 -1160.93 < 0.0001 G2 β77 -9.8E-05    0.0216 
  A β1 -0.57639    0.6836 J2 Β99 -0.00301 < 0.0001 
  B β2 4.845511    0.0038 AE β 15 0.713006 < 0.0001 
  C β3 -1.63918    0.2322 BG β27 -0.00206    0.0114 
  E β5 -1148.06    0.9695 CG β 37 0.00065    0.0163 
  F β6 0.438926 < 0.0001 FG β 67 -0.00011 < 0.0001 
  G β7 0.878759 < 0.0001 FJ β 69 -0.00207 < 0.0001 
  J β9 12.72504 < 0.0001 GJ β 79 -0.0024    0.0016 
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Table 5- 6 Simplified Response Surface Model of I-94 System TTT 

I-94: 

Coefficient Coefficient Term 
Notation Value 

P-value Term 
Notation Value 

P-value 

Const β 0 18066.13 < 0.0001 G2 β77 0.000833 < 0.0001 
  A β1 -0.68867 0.0221 AC β13 0.003283 0.0591 
  B β2 17.14337 0.6459 BD β24 -11.594 0.0641 
  C β3 1.56152 0.3646 BG β 27 -0.00353 0.0903 
  D β4 392.96 0.3759 BH β 27 0.205763 0.1001 
  E β5 126.6405 0.0135 CF β 36 -0.00337 0.0158 
  F β6 -1.47371 < 0.0001 FG β 67 0.000776 < 0.0001 
  G β7 -5.36054 < 0.0001 GJ β 79 -0.001 < 0.0001 
  H β8 -4.89829 0.2131 - - - - 
  J β9 2.729135 < 0.0001 - - - - 

 

Table 5- 7 Simplified Response Surface Model of I-94 Mainline TTT 

Coefficient Coefficient Term 
Notation Value 

P-value Term 
Notation Value 

P-value 

Const β 0 14797.31 < 0.0001 F2 β66 -0.00076   0.0647 
  A β1 -0.54804    0.0936 G2 β77 0.001059 < 0.0001 
  B β2 12.82609    0.0078 J2 β99 -0.00482 < 0.0001 
  C β3 1.481412    0.1161 AC β13 0.003459    0.0571 
  D β4 384.2433    0.2994 BD β24 -10.9643    0.0937 
  E β5 131.1163    0.0144 CF β 36 -0.0034    0.0197 
  F β6 1.417516 < 0.0001 FG β 67 0.000985 < 0.0001 
  G β7 -6.78507 < 0.0001 GJ β79 0.001568 < 0.0001 
  H β8 1.988263    0.0637 - - - - 
  J β9 -0.61584 < 0.0001 - - - - 

 

Table 5- 8 Simplified Response Surface Model of I-94 Ramp TTT 

Coefficient Coefficient Term 
Notation Value 

P-value Term 
Notation Value 

P-value 

Const β 0 1125.652 < 0.0001 A2 β11 0.000486 0.0235 
  A β1 -1.89862 < 0.0001 G2 β77 -0.00023 < 0.0001 
  B β2 9.204244 < 0.0001 J2 β99 0.006122 < 0.0001 
  C β3 -0.12553    0.0346 AG β17 0.000104 0.0869 
  D β4 146.9317    0.5583 BG β27 -0.00334 < 0.0001 
  F β5 0.408517 < 0.0001 DJ  β49 -0.40337 0.0956 
  G β6 1.272524 < 0.0001 FG β67 -0.00021 < 0.0001 
  H β7 -0.72259    0.0432 FJ β69 -0.00103 < 0.0001 
  J β8 4.812901 < 0.0001 GJ  β79 -0.00256 < 0.0001 
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Diagnostic Checks 

Figures 5-11 and 5-12 present all the important plots in Diagnostic checking for TH-169 
and I-94 System TTTs. These plots for diagnostic details can be obtained from Design 
Expert®. Here studentized residuals (raw residual divided by its standard 
error )1( ihMSE − , where hi   is the leverage) are used to counteract varying leverages 
due to the distribution of design points in the parameter space. The most important 
diagnostic the normal probability plot of the studentized residuals shows highly linear 
pattern, for both TH-169 and I-94, indicating that the error term is normally distributed 
and does not require any transformation. Cook’s distance plots does not show any 
influential points and outliers. Residuals vs Predicted plots show no curvature trend in 
both sites. This ensures that the models are statistically valid and thus the inferences 
based on the response surface will be valid. 
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Figure 5- 12 Diagnostics TH-169 System TTT 
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Figure 5- 13 Diagnostics I-94 System TTT 
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5.4.2. Optimization Results 

Scenario 1:  (Tmax free to vary) 

The optimization results for scenario 1 are summarized in Table 5.9. The optimal 
parameter values presented in Table 5.9, suggest that the currently used parameter values 
are generally different from the optimal values. Moreover, for all the three optimization 
objectives, optimal parameter values also differ between test sites. This strongly suggests 
the need for a site specific optimization. TH-169 NB is a moderately congested site while 
I-94 carries considerable higher volumes of traffic and is heavily congested during the 
peak period. 

Table 5.9 also presents some major MOEs to assess the effect of optimization on the 
SZM control performance. The base case for all the comparisons was the SZM control 
operated with the currently used parameter values. On TH-169, System TTT 
minimization decreased system TTT by 5 percent and Mainline TTT by 8.5%.  Further, a 
considerable decrease of 30% in the number of stops on the mainline was also achieved. 
Number of stops on the mainline is regarded as a surrogate measure of secondary 
accidents which are rear end collisions. In this a view, a 30% decrease in number of stops 
can be regarded as any additional benefit along with overall system and mainline 
improvement in travel delay. However, these benefits also resulted in TTT increase on all 
ramps by 40 %.  When mainline TTT was minimized, an improvement of 10% in the 
mainline TTT, 4.5% in system TTT and 34% in number of mainline stops was achieved 
but with a 73% deterioration in ramp performance. On the other hand, for the severely 
congested site I-94, system TTT minimization favored ramps to Mainline. System TTT 
decreased by 3.3 % and Ramp TTT decreased by 44%, while mainline TTT increased by 
1.1%. With mainline optimal parameter values, the mainline TTT decreased by 5% over 
the base case, but ramp TTT increased by 43%.  In essence, these results suggest that the 
optimization is effective in improving the performance of SZM control. However, which 
specific set of optimal parameter values to use largely depends on the local needs and the 
level of congestion on the freeway.   
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Table 5- 9 Optimization Results: Scenario 1* 

 

TH-169 North Bound I-94 East Bound 
Optimization Objective Optimization Objective 

 

STTT MTTT RTTT STTT MTTT RTTT 
System TTT -5.1 % -4.3 % -1.9 % -3.3 % -0.4 % -0.7 %
Mainline TTT -8.4 % -10 % 2.3 % 1.1 % -5.1 % 3.4 %
Ramp TTTT 39.7 % 72.8 % -59.5 % -44.4 % 43.1 % -48.8 %
Mainline Speed 5.1 % 6.0 % -1.5 % -0.2 % 1.7 % -2.6 %
Mainline Total Stops -30.2 % -34.1 % 14.3 % 5.3 % -20.6 % 15 %
Mainline Delay/Veh -22.2 % -25.6 % 8.9 % 3.6 % -15.9 % 10.9 %
Avg. Ramp queue 44.4 % 86.1 % -80.6 % -79.5 % 77.5 % -87.5 %
Max Ramp queue 37 % 37 % -36 % -19.7 % 41.1 % -31.9 %

CO -6.6 % -6.7 % -0.6 % -1.6 % -2.9 % 0.6 %
HC -5.4 % -4.9 % -1.3 % -2.2 % -2.2 % 0.2 %PE
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Pollutants 
NOx -7.6 % -7.6 % -0.8 % -2 % -3.9 % 0.7 %

A      ( Base†: 1714) 1660 1600 1660 1640 1400 1640 
B      ( Base  : 25) 40 20 40 20 40 40 
C      ( Base  : 150) 180 120 150 150 210 210 
D      ( Base  : 1.15) 1.2 1.2 1.3 1.3 1.25 1.4 
E      ( Base  : 0.8) 0.9 0.7 0.7 0.9 0.7 0.85 
F      ( Base  : 1800) 1800 1800 2100 1900 2050 2050 
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I       ( Base  : 240) 420 420 240 300 480 390 

 

 

  *Scenario 1: Max. Ramp Wait Time Threshold free to vary 

 †Base Case  :  Current parameter values of SZM Control 

 

Scenario 2:   (Tmax set to 4 minutes) 

The benefits of optimization in scenario 1 require relaxing the Maximum ramp wait time 
threshold (Tmax) from 4 minutes to 7 and 8 minutes for TH-169 and I-94 respectively. As 
Tmax ,is one of most significant parameters that affect the performance of SZM control 
and also is most sensitive with respect to drivers , it is of high engineering importance to 
also address the question “What if Tmax is not allowed to change from its base value of 4 
minutes, which is politically accepted?” 

As mentioned earlier, the scenario 2 models can be obtained from general scenario 1 
models by setting Tmax to 240 seconds. For scenario 2, optimization results of only TH-

A - Absolute Max Release Rate   ; B - Occupancy Threshold          ;  C - Step Increment in ramp demand    
D - Meters turn on Threshold     ; E - Passage Compensate factor ;  F - Right lane Capacity                 
G - Other lane Capacity             ; H - Full Density of a zone         ;  J - Max. Ramp wait time 
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169 are presented and discussed here. Table 5.10 presents the optimal values for the three 
objective functions. The System TTT optimal values are very effective in improving both 
system and ramp performances. Compared to the current parameter values, these optimal 
values decreased the system TTT by 3.5%, ramp TTT by 55% and average ramp queue 
by 74%. However, marginal effects were observed on the mainline. Similar results were 
obtained with ramp TTT as optimization objective. However, under mainline TTT 
optimization also marginal effects were observed. It is worth noting that system and ramp 
improvements are significant without increasing the Maximum allowed ramp wait time 
threshold from 4 minutes. Nevertheless for a 10 % decrease in mainline delay and a very 
significant 35% decrease in number of stops (a surrogate measure of secondary accidents) 
a new threshold of 7 minutes is necessary. The Space time 3D graphs of mainline density, 
as presented in Figures 5.14 and 5.15, also support the above important implication.  
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Table 5- 10 Optimization Results: Scenario 2* 
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Figure 5- 14 Space-Time 3D plots of TH169 Mainline Density Pattern 

 



63 

 

 

Figure 5- 15 Space-Time 3D plots of I-94 Mainline Density Pattern 
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Part III Common Parameter Optimization  

6. GENERAL METHODOLOGY 

The reason why the site-specific optimized parameter values are not suitable for other 
freeway sections is that different sections have different geometries and traffic patterns. 
Basically, it is the different congestion levels which lead to inefficiency of the site-
specific values. To address it, one intuitive idea is to build a large network for the whole 
Twin Cities. However, it is infeasible not only because this method is very time-
consuming but whether the micro-simulator can handle such a big network is a question.  
The other easier approach is to build several freeway sections which can represent all the 
congestion levels. If we can find one set of optimized parameter values which maximally 
benefits for all these freeway sections simultaneously, we can claim that it is the common 
optimum parameter set. Therefore, the first step is to identify the representative freeway 
sections based on the freeway congestion level; the second step is to search the optimum 
parameter values for all the sections using Response Surface Methodology. 

6.1 Representative Freeway Sections 

Identifying the representative freeway sections is a crucial step to find the common 
optimum parameter values. These sections should have geometric properties and traffic 
characteristics that are representative of the Twin Cities freeway system. In addition, 
these sections should be able to represent different congestion levels. Based on 2006 
metropolitan freeway system congestion report (Mn/DOT, 2007), the Twin Cities’ 
freeway system can be categorized into 4 classes based on 4 congestion levels: Low, 
Medium, High and Very high. The sections with Low congestion level mean that there is 
no recurring congestion during peak hour, such as I494 SB, HW100 SB (Figure 1). The 
sections with Medium congestion level have less than 1 hour of congestion, such as 
Th36EB, Th169SB. The sections with High congestion level have 1~3 hours of 
congestion, such as Th169NB. And the sections with Very high congestion level mean 
that the hours of congestion on these sections are larger than 3 hours. The typical 
examples are I94EB and I94WB. Combined with the geometric complexity level: Simple, 
Moderate and Complex, we selected following 4 freeway sections as our research 
objectives: I-94 EB, TH-169 NB, HW-100 SB and TH-36 EB (Figure 1). And the 
geometric characteristics are shown in Table 2.  
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TH-169 NB

HW100 SB

TH 36 EB

I-94 EB

TH-169 NB

HW100 SB

TH 36 EB

I-94 EB

Low

Medium

High

Very High

Congestion Level

 

Figure 6- 1 Selected Freeway Sections and Congestion Levels (Mn/DOT, 2007) 

 

Table 6- 1  Characteristics of Selected Freeway Sections 

 

 

 

 



66 

I-94 EB: This test section starts from the interchange with I-394 and ending at 9th St.  It 
is about 11 miles long with 6 weaving sections, 3 lane-drop sections, 19 entrance ramps 
and 14 exit ramps. The upstream and downstream boundaries are free of congestion. 
During peak hours, this section is often severely congested due to the heavy traffic and 
the complex geometry. Therefore, it is the represent of “Very high” congestion level. 

TH-169NB: This section is a 12-mile circumferential freeway starting from the I-494 
interchange and ending at 63rd Avenue North. The upstream and downstream boundaries 
are free of congestion. Most of the section has two lanes interrupted by 10 weaving areas, 
24 entrance ramps and 25 exit ramps. The 23 metered ramps include 4 HOV bypasses 
and 2 freeway-to-freeway ramps connecting TH-169 with TH-62 and I-394. It represents 
the “High” level of congestion because of its high volume and moderate complexity of 
geometry. 

TH-36EB: It is a 7-mile freeway section starting from I35W Interchange to TH61 
Interchange with 7 weaving sections, 2 lane-drop sections, 9 entrance ramps and 9 exit 
ramps. The geometry is very simple because most of the section has only two lanes. But 
large traffic volume merging from I35W makes the congestion time about 1 hour during 
PM peak hour, i.e. “Medium” congestion level. 

HW-100SB: Originally HW100SB was a 2-lane freeway section but a new lane built in 
2006 significantly decreases the congestion level from “Very high” to “Low”. A 12-mile 
section starting from France Ave to I494 Interchange is selected in our study which 
includes 22 entrance ramps, 17 exit ramps and 15 weaving sections. It has very good 
traffic condition except little congestion happened between I394 to Th62. 

6.2 Optimization Methodology 

Response Surface Methodology (RSM) is adopted in our study to optimize the common 
parameters in SZM strategy not only because of its efficiency but also for the consistency 
with the previous study (Beegala et al. 2005) which found the site-specific parameter 
values for SZM control using RSM. Similar as previous study, RSM can draw the 
response surface which describes the relationship between response(s) and significant 
parameters which is identified by the sensitivity analysis. So, it is necessary to define the 
response(s) and significant parameters first. 

Response(s) 

As a simulation-based optimization problem, many outputs generated by simulator, i.e. 
MOEs, can be chose as the response(s), such as System Total Delay, Ramp Total Delay, 
System Total Travel Time, Average Mainline Speed, Total Number of Stops, etc. In our 
study, we selected System Total Travel Time as the response because our objective is to 
maximize the total system performance of SZM control. 
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Significant Parameters 

Fully exploring the relationship between all 20 control parameters (Table 1) and response 
is almost impossible because of numerous combinations between these parameters. For 
example, assume a 3-level design, for 20 parameters, there are 320combinations. In other 
words, we need to run 320 in simulator. Actually, some parameters have no or little 
impact on response and sensitivity analysis can identify which parameters significantly 
affect the response. The sensitivity analysis is already done by Beegala et al. (2005). The 
result is shown in Table 3. 

Table 6- 2 SZM Parameters and Levels in Interval of Significance 

 

 

RSM Optimization 

Response Surface Methodology (RSM) is one of the most suitable and efficient 
techniques to determine the best combination of parameter values. RSM is a collection of 
mathematical and statistical techniques for modeling and analysis of complex systems 
with an objective to optimize its response (Myers and Montgomery, 1995). Basically, 
RSM fits a surface of the response which describes the relationship between the 
significant parameters and response using least square regression based on the data points 
generated by a Factorial Design. The Factorial Design is vital because it determines 
whether the response surface is accurate or not. Obviously, the full factorial design which 
evaluates all possible combination of parameter values is generally infeasible because of 
the numerous computational requirements. For example, it requires 39 simulation runs. 
Therefore, the Fractional Factorial Design (FFD) technique is applied to reduce the 
number of runs based on the reasonable assumption that the higher order interactions are 
negligible and only a fraction of full factorial experiment is sufficient to estimate the 
effects of main parameters and lower order interactions. In our study, it is recommended 
to use Orthogonal Resolution V Designs because at least a Resolution of five is required 
to estimate all two factors interactions and an Orthogonal Design is required to ensure 
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that both the factors and their interactions are uncorrelated (Box and Hunter, 1961; 
Franklin, 1984 and Suen et al., 1997). To avoid the laborious work, a 3-level Orthogonal 
Resolution V Design provided by National Bureau of Standards (1957) is adopted in our 
study. In detail, it needs 3V9-4=243, which is only a 1/81 fraction of the full factorial 
design. 

After the design is constructed, the new SZM strategy with each parameter combination 
in the design is simulated on each freeway section and System Total Travel Time, i.e. 
response, is extracted. The response surface equation is generated based on the responses 
obtained from the simulations of all parameter combinations in the selected design by 
least square regression method. Because we apply the Orthogonal Resolution V Design 
which can estimate the all two factors interactions unbiasedly, the second order surface 
model is built as following: 
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Where: Gy = System Total Travel Time of freeway section G; 
{ }HW100SBTh36EB,TH169NB,I94EB,∈G ; 

             ix = Parameter i; { }6,7,8,91,2,3,4,5,∈i ; 

             G,0β , Gi,β , Gii ,β , Gij ,β = Coefficients of surface model of freeway section G; 

              k = 9, number of parameters.  

 

And the total combined surface function for 4 freeway sections is as Formula : 
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Where: Y = System Total Travel Time for 4 freeway sections. 

Numerically minimize Formula (6-1), we can get the site-specific optimum parameter 
values for each freeway section. And numerically minimize Formula (6-2), we can get the 
common optimum parameter values. 
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7.  IMPLEMENTATION AND RESULTS             

7.1 Simulator 

Obviously, field operational tests are infeasible due to the cost, time and safety 
considerations. In this study, the AIMSUN simulator was used based on earlier 
experience, suitability, reputation as well as its proven record in testing traffic control and 
management systems including ramp metering (Hourdakis and Michalopoulos, 2002). 

7.2 Test Dates 

The test dates for I94EB and TH169NB are November 01 and November 08, 2000 
respectively. The dates represent incident free conditions and were specifically selected 
during the ramp meter shutdown period to ensure the calibrated simulation models have 
no systematic bias to a particular set of control parameter values. However, the test dates 
for TH36EB and HW100SB are February 15 and March 22, 2007 respectively because 
both freeway sections are rebuilt recently and we only can extract the recent loop detector 
data from Mn/DOT’s website to build the traffic demand for simulation. These two days 
are also incident free. The afternoon peak was selected for four test sites since all sections 
experience congestion during that time. In order to include the entire congestion cycle 
each simulation experiment was conducted from 14:00 to 20:00, while the SZM control 
period lasts from 15:00 to 18:00. 

7.3 Results 

Follow the optimization method introduced in previous section, the common optimum 
parameter values and corresponding MOEs for 4 freeway sections are presented in Table 
4. For comparison, the site-specific optimum parameter values as well as corresponding 
MOEs are described in Table 4 too. This table shows the percentage change between the 
original SZM control and the improved SZM control with common or site-specific 
optimum parameter values for 4 test sites. The base case for the comparison is the 
original SZM control. Thus, a positive percentage change means that this MOE increased 
with the improved SZM strategy in this freeway section and vice versa. 

Measures of Effectiveness 

As indicated in Table 4, the common optimum parameter values are different with 
original values and also differ with site-specific optimum parameter values. But 
consistent with our expectation, with common optimum values, the System Total Travel 
Time is reduced for all test sections and the reduction varies from 2.18% to 4.96% 
depending on different type of freeway section. For most test sites, the Mainline Total 
Travel Time has a little reduction but the Ramp Total Travel Time as well as Ramp Delay 
significantly decreases. The highest RTTT saving is 50.58% for TH-169 NB. Even lowest 
RTTT saving is as much as 17.84% for HW-100 SB. And the decrease of the Average 
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Ramp Delay is about 50.47%. The System Average Speed is increased varying between 
3.01% and 5.27%.  In addition, the Fuel Consumption and Pollutants are also reduced. 

As indicated in Table 4, the reduction of System Total Travel Time with common 
optimum parameter values is lower than with site-specific optimum values for all the test 
sections. But the difference is not very big. For example, at I-94 EB, the STTT decreases 
2.86% for common optimum values while 3.07% for site-specific optimum values. And 
for HW-100SB, the difference of STTT saving between two sets of optimum values is 
only 0.31%. Therefore, although the improvement with the common optimum parameter 
values is not as good as with site-specific, the difference is not very big and is acceptable. 

Optimum Parameter Values 

It is necessary to check whether the 9 optimum parameter values are reasonable and to 
see how they work. An interesting phenomenon is that for all 4 freeway sections, the 
biggest improvements are all achieved from ramps. This can be shown from Table 4 that 
the Ramp Total Travel Time as well as Ramp Delay significantly decreases while the 
Mainline Total Travel Time only has a little reduction. It means that we relax the ramp 
constraint and let more vehicles merge into freeway system. This phenomenon is 
consistent with the change of the parameters. As can be seen in Table 4, the Estimated 
Capacity Value for Rightmost Lane increases from 1800 veh/hour/lane in original control 
to 2100 veh/hour/lane in optimum control, and the Estimated Capacity Value of Other 
Lanes increases from 2100 veh/hour/lane to 2611 veh/hour/lane. The big increase of the 
capacity value attracts more vehicles releasing from ramps and decrease the ramp wait 
times. Actually, the change of the capacity value also consists with the real world traffic 
conditions. In one of our ongoing researches about capacity estimation (Liu et al., 2007), 
we found that current estimated capacity value most of the time underestimates the real 
capacity. And the optimum result proves this point. 

The other big change happens to “Ramp Turn-on Threshold” which varies from 0.8 in 
original control to 0.5 in optimum control. The smaller number of turn-on threshold 
means the ramp metering control will work earlier. This change indicates that in most 
situations, the ramp metering control is more efficient than no control. 

Finally, it is worth to point out that the common optimum values still keep the “Max. 
Ramp Wait Times” unchanged. Therefore, with the common optimum parameter values, 
the improved SZM control does not violate the ramp waiting time constraint. Actually, 
the improved SZM control reduces the ramp wait times because the Ramp Delay/Veh is 
significantly decreases. 

  



71 

Table 7- 1 Optimization Results 

 

*Current parameter values of SZM control 
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Part IV Concluding Remarks 

8. CONCLUSIONS 

This study aims to explore both site-specific and common optimum parameter values for 
ramp control strategies. First, this research presented the potential of Response Surface 
Methodology supplemented by sensitivity analysis, in optimizing the site-specific 
performance of Minnesota’s New Stratified Zone Metering. At the same time, as the 
optimization process is general, the proposed methodology can be applied to any ramp 
control strategy with well defined control parameters. The methodology has also proved 
effective in determining the optimal parameter values under multiple optimization 
objectives. Optimal parameter values and the improvement vary by site and optimization 
objective. 

However, the site-specific optimum values have certain shortcomings including the 
difficulties in implementation and numerous time-consumption to search the site-specific 
optimum values for all the freeway sections. Therefore, the second objective of this study 
is to explore the common optimum parameter values for improving Minnesota’s 
Stratified Zone Metering (SZM) Strategy for Twin Cities to replace the site-specific 
optimum values. Four typical freeway sections which can represent all types of freeway 
sections in Minneapolis-St. Paul metropolitan area are built in a micro-simulator and the 
MOE (i.e. System Total Travel Time, in this study) of different combinations of the 
control parameter values which are decided by a Fractional Factorial Design (FFD), are 
extracted from simulation as the response. Then a response surface, which describes the 
relationship between response and the combinations of control parameter values, is 
constructed applying Response Surface Methodology (RSM). This surface is described 
by a second order mathematical model and the optimum values are estimated by 
numerically solving it. The common optimum parameter values are implemented in SZM 
control to compare with the original strategy as well as the control with site-specific 
optimum parameter values by simulation. The testing results show that the control 
performance is improved. For example, the System Total Travel Time is reduced as much 
as 4.96%; the System Average Speed is increased as much as 5.27%. And the Mainline 
Total Stops, Ramp Total Travel Time, Ramp Delay, Energy Consumption and Pollutant 
decreases as much as 3.51%, 50.58%, 65.60%, 1.86% and 4.25% respectively. In 
addition, compared with the SZM control with site-specific optimum parameters, the 
testing results indicated that although the improvement of SZM control with common 
optimum parameter values is not as good as with site-specific optimum values, the 
average difference is only 0.91% for 4 test sites. Most importantly, the improved SZM 
with common parameter values does not violate the ramp waiting time constraint. 

It is need to know that the optimization is done for original SZM control. With recent 
improvements of SZM, such as improved queue control logic and real-time capacity 
estimation (Liu, et al, 2007), it is desired to apply the optimization method to the 
improved SZM control to achieve the maximum benefits. 
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Appendix A 



A-1 

Design Matrix table for a 39-4 fractional factorial design with a resolution V 

Defining relation of the design is  

I = AB2C2DF = AB2CDE=CD2E2F2 

 

Design 
Point A B C D E F G H J TH169 

System TTT I94 System TTT 

1 -1 -1 -1 -1 -1 -1 -1 -1 -1 8734.782 10557.77 

2 0 0 1 1 -1 -1 0 0 -1 8678.632 10446.84 

3 1 1 0 0 -1 -1 1 1 -1 8623.733 10244.69 

4 -1 0 0 0 0 0 0 -1 -1 8551.212 10209.72 

5 0 1 -1 -1 0 0 1 0 -1 8565.878 10280.99 

6 1 -1 1 1 0 0 -1 1 -1 8719.605 10451.44 

7 -1 1 1 1 1 1 1 -1 -1 8450.437 10162.95 

8 0 -1 0 0 1 1 -1 0 -1 8527.706 10457.49 

9 1 0 -1 -1 1 1 0 1 -1 8456.32 10326.26 

10 0 0 0 1 0 1 1 1 1 8335.972 10235.88 

11 1 1 -1 0 0 1 -1 -1 1 8361.259 10522.56 

12 -1 -1 1 -1 0 1 0 0 1 8434.903 10363.49 

13 0 1 1 -1 1 -1 -1 1 1 8562.463 10726.53 

14 1 -1 0 1 1 -1 0 -1 1 8462.535 10324.21 

15 -1 0 -1 0 1 -1 1 0 1 8533.935 10443 

16 0 -1 -1 0 -1 0 0 1 1 8461.314 10262.96 

17 1 0 1 -1 -1 0 1 -1 1 8430.859 10249.9 

18 -1 1 0 1 -1 0 -1 0 1 8477.051 10643.24 

19 1 1 1 0 1 0 0 0 0 8604.619 10319.64 

20 -1 -1 0 -1 1 0 1 1 0 8563.231 10377.4 

21 0 0 -1 1 1 0 -1 -1 0 8613.615 10497.76 

22 1 -1 -1 1 -1 1 1 0 0 8432.144 10242.91 

23 -1 0 1 0 -1 1 -1 1 0 8546.591 10281.23 

24 0 1 0 -1 -1 1 0 -1 0 8421.091 10244.16 

25 1 0 0 -1 0 -1 -1 0 0 8632.78 10573.56 

26 -1 1 -1 1 0 -1 0 1 0 8592.701 10261.99 

27 0 -1 1 0 0 -1 1 -1 0 8699.428 10289.2 

28 1 0 1 0 1 -1 -1 -1 -1 8685.811 10495.58 

29 -1 1 0 -1 1 -1 0 0 -1 8667.176 10369.11 

30 0 -1 -1 1 1 -1 1 1 -1 8639.728 10136.68 

31 1 1 -1 1 -1 0 0 -1 -1 8624.842 10188.75 

32 -1 -1 1 0 -1 0 1 0 -1 8599.68 10359.56 

33 0 0 0 -1 -1 0 -1 1 -1 8639.998 10424.53 

34 1 -1 0 -1 0 1 1 -1 -1 8545.841 10207.21 

35 -1 0 -1 1 0 1 -1 0 -1 8580.553 10481.66 

36 0 1 1 0 0 1 0 1 -1 8484.507 10240.06 

37 -1 1 -1 -1 -1 1 1 1 1 8410.804 10248.4 

38 0 -1 1 1 -1 1 -1 -1 1 8328.816 10598.43 



A-2 

39 1 0 0 0 -1 1 0 0 1 8433.957 10372.82 

40 -1 -1 0 0 0 -1 -1 1 1 8371.898 10616.02 

41 0 0 -1 -1 0 -1 0 -1 1 8534.563 10340.46 

42 1 1 1 1 0 -1 1 0 1 8521.304 10209.55 

43 -1 0 1 1 1 0 0 1 1 8450.479 10345.31 

44 0 1 0 0 1 0 1 -1 1 8532.975 10179.66 

45 1 -1 -1 -1 1 0 -1 0 1 8519.753 10532.23 

46 0 -1 0 1 0 0 0 0 0 8476.047 10368.37 

47 1 0 -1 0 0 0 1 1 0 8522.05 10287.35 

48 -1 1 1 -1 0 0 -1 -1 0 8579.87 10624.09 

49 0 0 1 -1 1 1 1 0 0 8447.018 10191.32 

50 1 1 0 1 1 1 -1 1 0 8548.713 10490.71 

51 -1 -1 -1 0 1 1 0 -1 0 8471.378 10419.71 

52 0 1 -1 0 -1 -1 -1 0 0 8614.307 10529.35 

53 1 -1 1 -1 -1 -1 0 1 0 8590.757 10308.56 

54 -1 0 0 1 -1 -1 1 -1 0 8580.691 10296.84 

55 0 1 0 1 0 -1 -1 -1 -1 8732.247 10400.28 

56 1 -1 -1 0 0 -1 0 0 -1 8681.88 10284.29 

57 -1 0 1 -1 0 -1 1 1 -1 8594.42 10373.9 

58 0 -1 1 -1 1 0 0 -1 -1 8617.481 10326.21 

59 1 0 0 1 1 0 1 0 -1 8693.433 10322.05 

60 -1 1 -1 0 1 0 -1 1 -1 8642.713 10495.67 

61 0 0 -1 0 -1 1 1 -1 -1 8545.619 10300.35 

62 1 1 1 -1 -1 1 -1 0 -1 8557.546 10388.24 

63 -1 -1 0 1 -1 1 0 1 -1 8535.151 10358.07 

64 1 -1 1 0 1 1 1 1 1 8399.679 10353.14 

65 -1 0 0 -1 1 1 -1 -1 1 8479.748 10461.31 

66 0 1 -1 1 1 1 0 0 1 8239.156 10296.61 

67 1 0 -1 1 -1 -1 -1 1 1 8490.676 10619.39 

68 -1 1 1 0 -1 -1 0 -1 1 8554.862 10364.75 

69 0 -1 0 -1 -1 -1 1 0 1 8503.841 10260.5 

70 1 1 0 -1 0 0 0 1 1 8452.537 10297.36 

71 -1 -1 -1 1 0 0 1 -1 1 8261.755 10333.97 

72 0 0 1 0 0 0 -1 0 1 8515.581 10532.53 

73 -1 0 -1 -1 -1 0 0 0 0 8556.517 10216.63 

74 0 1 1 1 -1 0 1 1 0 8513.277 10369.97 

75 1 -1 0 0 -1 0 -1 -1 0 8589.964 10526.99 

76 -1 1 0 0 0 1 1 0 0 8421.174 10247.16 

77 0 -1 -1 -1 0 1 -1 1 0 8520.657 10340 

78 1 0 1 1 0 1 0 -1 0 8424.694 10247.62 

79 -1 -1 1 1 1 -1 -1 0 0 8643.493 10563.25 

80 0 0 0 0 1 -1 0 1 0 8695.032 10367.78 

81 1 1 -1 -1 1 -1 1 -1 0 8619.669 10236.83 

82 1 1 1 -1 0 -1 0 -1 -1 8806.128 10311.12 

83 -1 -1 0 1 0 -1 1 0 -1 8561.902 10208.68 

84 0 0 -1 0 0 -1 -1 1 -1 8729.887 10441.46 

85 1 -1 -1 0 1 0 1 -1 -1 8540.496 10112.4 

86 -1 0 1 -1 1 0 -1 0 -1 8658.488 10465.18 



A-3

87 0 1 0 1 1 0 0 1 -1 8576.739 10322.81 

88 1 0 0 1 -1 1 -1 -1 -1 8517.796 10333.24 

89 -1 1 -1 0 -1 1 0 0 -1 8505.361 10289.98 

90 0 -1 1 -1 -1 1 1 1 -1 8454.451 10307.91 

91 -1 -1 -1 1 1 1 -1 1 1 8410.24 10466.6 

92 0 0 1 0 1 1 0 -1 1 8396.674 10284 

93 1 1 0 -1 1 1 1 0 1 8341.032 10313.48 

94 -1 0 0 -1 -1 -1 0 1 1 8468.159 10408.31 

95 0 1 -1 1 -1 -1 1 -1 1 8520.286 10192.56 

96 1 -1 1 0 -1 -1 -1 0 1 8502.183 10642.85 

97 -1 1 1 0 0 0 1 1 1 8356.999 10275.75 

98 0 -1 0 -1 0 0 -1 -1 1 8545.4 10593.14 

99 1 0 -1 1 0 0 0 0 1 8464.196 10434.82 

100 0 0 0 0 -1 0 1 0 0 8495.582 10289.58 

101 1 1 -1 -1 -1 0 -1 1 0 8515.732 10491.9 

102 -1 -1 1 1 -1 0 0 -1 0 8496.248 10220.92 

103 0 1 1 1 0 1 -1 0 0 8465.511 10289.11 

104 1 -1 0 0 0 1 0 1 0 8462.104 10378.33 

105 -1 0 -1 -1 0 1 1 -1 0 8397.741 10234.78 

106 0 -1 -1 -1 1 -1 0 0 0 8616.62 10224.26 

107 1 0 1 1 1 -1 1 1 0 8696.656 10293.33 

108 -1 1 0 0 1 -1 -1 -1 0 8668.303 10569.69 

109 0 -1 0 0 -1 -1 0 -1 -1 8727.948 10277.09 

110 1 0 -1 -1 -1 -1 1 0 -1 8587.388 10182.72 

111 -1 1 1 1 -1 -1 -1 1 -1 8636.161 10603.07 

112 0 0 1 1 0 0 1 -1 -1 8435.624 10287.62 

113 1 1 0 0 0 0 -1 0 -1 8652.937 10471.12 

114 -1 -1 -1 -1 0 0 0 1 -1 8578.976 10212.49 

115 0 1 -1 -1 1 1 -1 -1 -1 8505.057 10353.54 

116 1 -1 1 1 1 1 0 0 -1 8411.993 10333.75 

117 -1 0 0 0 1 1 1 1 -1 8420.825 10220.12 

118 1 0 1 -1 0 1 -1 1 1 8407.687 10437.89 

119 -1 1 0 1 0 1 0 -1 1 8453.277 10311.6 

120 0 -1 -1 0 0 1 1 0 1 8391.444 10248.53 

121 1 1 -1 0 1 -1 0 1 1 8480.375 10331.95 

122 -1 -1 1 -1 1 -1 1 -1 1 8511.565 10292.86 

123 0 0 0 1 1 -1 -1 0 1 8576.387 10692.46 

124 1 -1 0 1 -1 0 1 1 1 8373.85 10295.87 

125 -1 0 -1 0 -1 0 -1 -1 1 8510.659 10487.45 

126 0 1 1 -1 -1 0 0 0 1 8474.921 10338.87 

127 -1 1 -1 1 1 0 1 0 0 8535.626 10271.37 

128 0 -1 1 0 1 0 -1 1 0 8522.58 10505.88 

129 1 0 0 -1 1 0 0 -1 0 8529.055 10330.49 

130 -1 -1 0 -1 -1 1 -1 0 0 8463.502 10306.3 

131 0 0 -1 1 -1 1 0 1 0 8469.776 10271.69 

132 1 1 1 0 -1 1 1 -1 0 8490.663 10210.79 

133 -1 0 1 0 0 -1 0 0 0 8693.894 10288.07 

134 0 1 0 -1 0 -1 1 1 0 8505.831 10274.48 



A-4

135 1 -1 -1 1 0 -1 -1 -1 0 8808.265 10510.35 

136 -1 0 -1 1 1 -1 0 -1 -1 8770.8 10310.34 

137 0 1 1 0 1 -1 1 0 -1 8698.293 10372.53 

138 1 -1 0 -1 1 -1 -1 1 -1 8741.068 10503.78 

139 -1 1 0 -1 -1 0 1 -1 -1 8558.505 10220.03 

140 0 -1 -1 1 -1 0 -1 0 -1 8539.671 10489.52 

141 1 0 1 0 -1 0 0 1 -1 8582.398 10274.41 

142 -1 -1 1 0 0 1 -1 -1 -1 8496.124 10252.99 

143 0 0 0 -1 0 1 0 0 -1 8503.248 10364.82 

144 1 1 -1 1 0 1 1 1 -1 8541.392 10267 

145 0 1 0 0 -1 1 -1 1 1 8457.901 10477.66 

146 1 -1 -1 -1 -1 1 0 -1 1 8378.225 10261.99 

147 -1 0 1 1 -1 1 1 0 1 8448.523 10225.03 

148 0 -1 1 1 0 -1 0 1 1 8555.505 10458.3 

149 1 0 0 0 0 -1 1 -1 1 8471.492 10187.9 

150 -1 1 -1 -1 0 -1 -1 0 1 8552.51 10766.42 

151 0 0 -1 -1 1 0 1 1 1 8398.907 10218.98 

152 1 1 1 1 1 0 -1 -1 1 8471.55 10515.58 

153 -1 -1 0 0 1 0 0 0 1 8444.597 10403.57 

154 1 -1 1 -1 0 0 1 0 0 8501.73 10224.41 

155 -1 0 0 1 0 0 -1 1 0 8587.47 10656.54 

156 0 1 -1 0 0 0 0 -1 0 8512.607 10429.76 

157 1 0 -1 0 1 1 -1 0 0 8419.511 10486.26 

158 -1 1 1 -1 1 1 0 1 0 8479.361 10277.15 

159 0 -1 0 1 1 1 1 -1 0 8430.048 10293.09 

160 1 1 0 1 -1 -1 0 0 0 8593.251 10302.57 

161 -1 -1 -1 0 -1 -1 1 1 0 8651.731 10299.77 

162 0 0 1 -1 -1 -1 -1 -1 0 8682.21 10449.91 

163 0 0 0 -1 1 -1 1 -1 -1 8634.254 10291.81 

164 1 1 -1 1 1 -1 -1 0 -1 8740.979 10529.8 

165 -1 -1 1 0 1 -1 0 1 -1 8631.194 10341.41 

166 0 1 1 0 -1 0 -1 -1 -1 8666.229 10413.5 

167 1 -1 0 -1 -1 0 0 0 -1 8557.285 10292.6 

168 -1 0 -1 1 -1 0 1 1 -1 8498.608 10333.07 

169 0 -1 -1 1 0 1 0 -1 -1 8535.542 10318.3 

170 1 0 1 0 0 1 1 0 -1 8471.562 10279.37 

171 -1 1 0 -1 0 1 -1 1 -1 8581.346 10433.48 

172 1 1 1 1 -1 1 0 1 1 8388.991 10166.86 

173 -1 -1 0 0 -1 1 1 -1 1 8392.675 10282.03 

174 0 0 -1 -1 -1 1 -1 0 1 8473.54 10540.85 

175 1 -1 -1 -1 0 -1 1 1 1 8488.57 10264.87 

176 -1 0 1 1 0 -1 -1 -1 1 8563.28 10672.29 

177 0 1 0 0 0 -1 0 0 1 8530.477 10327.16 

178 1 0 0 0 1 0 -1 1 1 8485.554 10476.14 

179 -1 1 -1 -1 1 0 0 -1 1 8431.607 10399.18 

180 0 -1 1 1 1 0 1 0 1 8445.411 10398.49 

181 -1 -1 -1 0 0 0 -1 0 0 8574.991 10495.32 

182 0 0 1 -1 0 0 0 1 0 8538.335 10285.55 



A-5 

183 1 1 0 1 0 0 1 -1 0 8433.872 10297.67 

184 -1 0 0 1 1 1 0 0 0 8451.046 10316.89 

185 0 1 -1 0 1 1 1 1 0 8297.958 10337.13 

186 1 -1 1 -1 1 1 -1 -1 0 8472.525 10501.63 

187 -1 1 1 -1 -1 -1 1 0 0 8705.698 10199.02 

188 0 -1 0 1 -1 -1 -1 1 0 8688.901 10522.24 

189 1 0 -1 0 -1 -1 0 -1 0 8620.715 10342.44 

190 -1 1 -1 0 0 -1 1 -1 -1 8612.776 10282.47 

191 0 -1 1 -1 0 -1 -1 0 -1 8801.435 10528.47 

192 1 0 0 1 0 -1 0 1 -1 8711.02 10191.93 

193 -1 -1 0 1 1 0 -1 -1 -1 8633.094 10565.9 

194 0 0 -1 0 1 0 0 0 -1 8575.071 10233.76 

195 1 1 1 -1 1 0 1 1 -1 8456.049 10339.97 

196 -1 0 1 -1 -1 1 0 -1 -1 8521.595 10270.43 

197 0 1 0 1 -1 1 1 0 -1 8495.217 10223.77 

198 1 -1 -1 0 -1 1 -1 1 -1 8481.898 10172.94 

199 0 -1 0 -1 1 1 0 1 1 8438.104 10296.69 

200 1 0 -1 1 1 1 1 -1 1 8398.61 10196.65 

201 -1 1 1 0 1 1 -1 0 1 8520.664 10529.6 

202 0 0 1 0 -1 -1 1 1 1 8453.009 10298.82 

203 1 1 0 -1 -1 -1 -1 -1 1 8593.14 10573.52 

204 -1 -1 -1 1 -1 -1 0 0 1 8571.932 10383.48 

205 0 1 -1 1 0 0 -1 1 1 8520.902 10649.32 

206 1 -1 1 0 0 0 0 -1 1 8421.518 10372.7 

207 -1 0 0 -1 0 0 1 0 1 8397.007 10301.09 

208 1 0 1 1 -1 0 -1 0 0 8556.89 10472.24 

209 -1 1 0 0 -1 0 0 1 0 8487.393 10203.14 

210 0 -1 -1 -1 -1 0 1 -1 0 8457.931 10407.13 

211 1 1 -1 -1 0 1 0 0 0 8502.87 10247.1 

212 -1 -1 1 1 0 1 1 1 0 8484.798 10206.11 

213 0 0 0 0 0 1 -1 -1 0 8455.69 10288.26 

214 1 -1 0 0 1 -1 1 0 0 8486.851 10290.56 

215 -1 0 -1 -1 1 -1 -1 1 0 8652.616 10549.12 

216 0 1 1 1 1 -1 0 -1 0 8608.99 10340.38 

217 1 -1 1 1 -1 -1 1 -1 -1 8704.383 10324.54 

218 -1 0 0 0 -1 -1 -1 0 -1 8775.52 10538.42 

219 0 1 -1 -1 -1 -1 0 1 -1 8740.604 10232.85 

220 1 0 -1 -1 0 0 -1 -1 -1 8698.551 10421.98 

221 -1 1 1 1 0 0 0 0 -1 8544.74 10293.82 

222 0 -1 0 0 0 0 1 1 -1 8616.63 10197.58 

223 1 1 0 0 1 1 0 -1 -1 8488.677 10164.53 

224 -1 -1 -1 -1 1 1 1 0 -1 8448.04 10281.56 

225 0 0 1 1 1 1 -1 1 -1 8424.593 10441.38 

226 -1 0 -1 0 0 1 0 1 1 8351.663 10420.4 

227 0 1 1 -1 0 1 1 -1 1 8415.399 10313.74 

228 1 -1 0 1 0 1 -1 0 1 8435.616 10370.8 

229 -1 1 0 1 1 -1 1 1 1 8459.884 10352.16 

230 0 -1 -1 0 1 -1 -1 -1 1 8661.941 10612.92 



A-6

231 1 0 1 -1 1 -1 0 0 1 8523.264 10383.81 

232 -1 -1 1 -1 -1 0 -1 1 1 8529.061 10538.44 

233 0 0 0 1 -1 0 0 -1 1 8486.199 10295.87 

234 1 1 -1 0 -1 0 1 0 1 8358.418 10226.92 

235 0 1 0 -1 1 0 -1 0 0 8577.224 10480 

236 1 -1 -1 1 1 0 0 1 0 8502.332 10427.55 

237 -1 0 1 0 1 0 1 -1 0 8451.717 10288.62 

238 0 -1 1 0 -1 1 0 0 0 8467.611 10300.11 

239 1 0 0 -1 -1 1 0 0 0 8473.485 10234.56 

240 -1 1 -1 1 -1 1 -1 -1 0 8581.238 10450.05 

241 0 0 -1 1 0 -1 1 0 0 8582.655 10248.8 

242 1 1 1 0 0 -1 -1 1 0 8699.259 10604.32 

243 -1 -1 0 -1 0 -1 0 -1 0 8777.344 10185.79 

 

 




